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Joint Transmit—Receive Space—Time Equalization
iIn Spatially Correlated MIMO Channels:
A Beamforming Approach

Daniel Pérez PalomaBtudent Member, IEEEBNd Miguel Angel Lagunas-ellow, IEEE

Abstract—Multi-input multi-output (MIMO) channels have  subchannels (also termed channel eigenmodes) existing within
been shown in the literature to present a significant capacity the MIMO channel. The capacity of a MIMO channel depends
Increase over smgle-lnput smgle-output ones In some situations. ona Variety of factors such as the number of antennas utilized,

To achieve this theoretical capacity, the constituent parallel . .
subchannels arising from the MIMO channel have to be properly the correlation of the fades [3], the power allocation strategy,

used. Many practical schemes are being currently developed and the frequency-selectivity of the channel [4].

to achieve this goal. In this paper, we first show that, from Multiple high bit rate communication schemes have been re-
an information-theoretic point of view, beamforming becomes cently proposed for MIMO channels. In most situations, the
asymptotically optimal as the spatial correlation of the channel channel is assumed known at the receiver. A significant part of

fading increases. In light of this result, wideband beamvectors are the techni h | state inf i tthe t
jointly derived for both transmission and reception. We allow a € lechnigues assume no channel state Information at the trans-

controlled partial response and design zero-forcing and minimum Mitter (CSIT) [5]-[7]. Another significant part of the methods
mean-squared error transmit—receive filters. Conceptually, the assume CSIT and, therefore, the transmitter can adapt to each
beamforming scheme is shown to decompose into two stagesihannel realization [8], [9]. Channel knowledge at the trans-
the first one corresponds to a spatial flattening of the MIMO  \iyier can be achieved either by means of a feedback channel

channel, i.e., choosing the subchannel with the highest gain at b timating th ived ch | and th ving th
each frequency; the second stage depends on the particular designOr y estimaling the received channel an en applying the

criterion and performs a power distribution at the transmitter ~ channel reciprocity property (when applicable). In the sequel,
and defines the equalizer at the receiver. These methods areit is assumed that the channel is known at both ends of the
further extended to the general case of multiple beamforming, i.e., communication link and a joint transmit—receive processing is
when more than one subchannel are used. An exact and practical considered.

implgmentat_ion _of a modified “wate_rfilling" solution required for One of the first approaches in the design of joint transmit-re-
the filter design is proposed. All derived methods are assessed and '™~ . .
compared in terms of capacity and bit-error rate. ceive filters was done for frequency-selective SISO channels in
. . . - [10] (and references therein) to minimize the mean square error
Index Terms—Array signal processing, beamforming, joint . . e .
transmit—receive equalization, multi-input multi-output (MIMO) (MSE)'_ where an |terqt|v¢ V\(aterfllllng algorlthmlwas found
systems, space—time filtering, waterfilling. for optimum energy distribution. In [11], the solution was ex-
tended to % 2 MIMO channels. Decision feedback schemes
were considered in [12]. A generalization 3 x N matrix
channels was obtained in [13]. In [14], the case was general-
ULTI-INPUT multi-output (MIMO) channels arise from ized to an arbitrary/ x N matrix channel with correlated data
the use of multiple dimensions for transmission and réymbols, colored noise, both near- and far-end crosstalk and
ception. Recently, MIMO channels arising from the use of spaxcess bandwidth (although a closed-form expression was not
tial diversity at both the transmitter and the receiver have gtrovided, an iterative solution was presented). In [8] and [15],
tracted considerable attention [1], [2]. They have been shoya@int transmit—receive filters were derived using an elegant no-
to present a significant increase in capacity over single-ingiation for a general framework including excess bandwidth and
single-output (SISO) systems because of the constituent parafietision feedback systems. Remarkably, the joint transmit-re-
ceive design for MIMO systems was already solved in 1976 for

. . _ flat channels [16]. In [17], the flat MIMO case was considered
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manner (as in single antenna systems) [20]. Since beamform

. . . . . . TRANSMITTER RECEIVER
implies a rank-one transmit covariance matrix, we first prov

the asymptotic optimality (in the sense of achieving capacit

of beamforming on MIMO channels as the spatial chann j l
fading correlation increases at least at one end of the link. The s y(0)

we jointly derive optimum transmit and receive beamvectol Y _ Y

; ; S ; s,(1) Scattering Y(t)
according to different criteria such as zero-forcing (ZF) C "
minimum mean squared error (MMSE) allowing an arbitrar

medium . y(t)
partial response termed partial response-joint ZF (PR-JZ '
i —

and partial response-joint MMSE (PR-JMMSE), respectivel Y_ Yo (D)
Conceptually, the beamforming scheme is shown to decompc
into two stages: the first one corresponds to a spatial flatteni n; antennas ng antennas

of the MIMO channel (i.e., choosing the subchannel with th_
highest gain at each frequency); the second stage depends on
the particular design criterion and performs a power distributidg: 1. General squeme of a multiantenna MIMO channel.
at the transmitter and defines the equalizer at the receiver. The

derivation of the filters is then extended to the more gener\%ereLT denotes the number of resolvable multipath compo-
case of using a set of parallel subchannels or eigenmoqRsis and matrixA () is the channel matrix at delay defined
(multiple beamforming), using the PR-JZF criterion (whichg

is a generalization of the ZF criterion used in [18]) and the

PR-JMMSE criterion (generalizing the results of [8] with a PO RN N ()]
. . . 11 12 Inr
derivation much simpler and shorter). We also propose an exact o - )
and practical algorithm for the modified waterfilling solution AD — | Q1 E : € Cnrxnr
that is required in the MMSE solution as an alternative to the : :
existing iterative approaches [10], [11], and [8]. This algorithm a(i) L a(l)'
nrl nrnyr

is based on and generalizes the work in [21, Ch. 4] and

[19, Alg. 1], where the classical capacity-achieving waterfillin W . i .
solution was considered. gvhereaij is the complex transmission coefficient (fading or

The paper is structured as follows. The signal model is intr§am) from the;th transmit antenna to thigh receive antenna.

duced in Section Il. In Section Ill, the asymptotic optimality o he statistics and correlations of the fades, e.g., power delay

beamforming is proven. Then, in Section IV, the joint deriv _'roflle and spgtlal correlf'mon, make the channel representa—
ive of a specific to a particular environment such as indoor or

tion of the transmit—receive beamvectors is carried out and fur
ther extended to the case of multiple beamforming in Section Q}_Jtdoor. ) .
A practical and exact implementation of the generalized water- ' € received signal can be expressed as
filling algorithm is given in Section VI. Section VIl is devoted
to the numerical simulations using realistic channel models. The y(t) =H(t) xs(t) + n(?) (2)
final conclusions of the paper are summarized in Section VIII.

The following notation is used. Boldface uppercase letters deheres(t) € C"7*!, y(t) € C"=*!, andn(t) € C"r*! are
note matrices, boldface lowercase letters denote column vectdig, vector-valued transmitted signal, received signal, and noise,
and italics denote scalars. The supersciipts, (-)*, and(-)  respectively. The noisa(t) (possibly including interferences)
denote transpose, complex conjugate, and Hermitian operatiddsassumed to be a complex Gaussian stationary stochastic
respectively. The determinant and trace of a matrix are deno&gtor process with arbitrary spatial and temporal correlation
by det (-) andtr (-), respectively[X], . denotes theith, jth) el- R, (1) = € [n(t)n(t — 7)] and the convolution operater
ement of matrixX. Re (-) andIm (-) denote real and imaginaryis defined over matrices similarly to the matrix product, i.e.,
parts anct [-] and F {-} denote mathematical expectation andA () * B(t)],; 2 [[A(T)B(t - 7)];; dr.
Fourier transform, respectively. We defifig)t £ max (0, z). Assuming the utilization of a matrix linear filter at the trans-

mitter (also known as linear precoder), the transmitted signal

can be written as (see Fig. 2)

Il. SIGNAL MODEL
s(t) =Y B(t — kT)x(k) (3)
A frequency-selective MIMO +(r,ngr) channel corre- k
sponding to the generic situationwf transmit anch g receive Il
antennas (depicted in Fig. 1) can be represented by a charfMagrex(k) € C**' is the vector of symbols to be trans-

matrix HL(r) € C"=*"r defined as mitted, B(t) € C""*L is the space-time matrix precod@t,
is the symbol period, and is the number of simultaneous
L. symbols transmitted or, equivalently, the number of spatial
H(r) = ZA(D‘S(T —7) (1) subchannels used. We can think of each columiB@f) as a

= wideband beamvector associated to a symbol. In other words,
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“”)% B() } i % HO) I 50 Ay As can be seen from (5), the global channel capacity is given

L= by the sum of the capacity of thi§ spatial subchannels. There-
fore, in order to achieve capacity, all these constituent subchan-
n() nels must be properly used by allocating the power according to
_ _ o o the optimum waterfilling solution [23]
Fig. 2. Scheme of the transmit-receive linear filtering approach. X
1
. o . : P(f)=\r- =75 )
a space—time matrix filter represents a multiple beamforming Ug,,i(f>

scheme. . o . . where is the “waterlevel” chosen to satisfy the power con-
Similarly, assuming a matrix linear filter at the receiver (alsgyyaint of (6) with equality.

known as equalizer), the processed and sampled signal is (S&@the transmitter uses beamforming, then the transmit covari-

Fig. 2) ance matrixQ( f) becomes rank-one and the maximum bit rate
a(n) = AT (1) y(t)lt:nT @ that can be ach|eveq is [24]
| e Coe = max [ og, (14 0%, (NP df @
whereA f (t) € CL*"r s the space-time matrix equalizer. The P(f) Jw ’
detection of the symbols is then performed oxgr), possibly which means that, at each frequency, only the spatial subchannel
including a decision feedback (DF) equalizer. with highest gain is used. For a multiple beamforming scheme

In the case of simplified signal processing (i.e., beanthat usesL beamvectors simultaneously (with < K), the
forming), as will be seen in the sequel with detail, a singl@aximum achievable bit rate is given by an expression similar to
subchannel is used (i.el, = 1), the transmit covariance (5) in which the sum is only over the spatial subchannels with
matrix becomes rank-one and, therefore, the transmit ahighest gain [24]. Clearly, beamforming is in principle a sub-
receive filters simplify to beamvectois(t) € C"7*! and optimum approach because it uses only one spatial subchannel

a(t) € C"r*! respectively. at each frequency [compare (8) with (5)]. However, as we shall

see, for some particular situations with high spatial correlation

. ASYMPTOTIC OPTIMALITY OF BEAMEORMING IN or low signal-to-interference-plus noise ratio (SINR), it may be
CORRELATED MIMO CHANNELS optimum or almost optimum.

. ) To analyze the effect of the spatial fading correlation, we
A frequency-selective  MIMO ~ channel  with nr o4e| the random channel at delayin the delay-tapped
transm|t. and ng (rzsgewe antennas has pOtem'a”ychannel of (1) asH, — @}{QH“,,T{#” (see [3] for fur-
Ky = min(ng,nr, Ly =) parallel subchannels at frequencyyer getails), wherdd,, . is a circularly symmetric complex
1191, whereLﬁfays) denotes the number of rays between thgaussian random matrix with independent and identically
transmitter and the receiver at frequerfcyin a rich scattering distributed (i.i.d.) entries, an@®x and ®; are fixed matrices
environment,Lgfays) > min(nr,ngr) and, therefore, the that introduce correlation among the entriesif, .. To be
number of potential parallel subchanneldds= min(nr,nr) specific, &, = ®/°®2/? and®; = &}/*®1/* are the
for the whole utilized bandwidth. The capacity of a MIMOrading correlation matrices at the transmitter and at the receiver,
channel is given by [22], [23] respectively, &/ and<I>}{2 represent one of the infinite ways
. " to decompos@ i and® 7). In the frequency domain, we have
¢ :}51%’)‘/,1%2 det (Lo, + R, (NHNQNE () df  m(f) = &YH,(f)®2/2. The rank of @ (with respect
" K to &) decreases as the fading at the transmitter (receiver)
_ 2 , becomes more correlated (a fully correlated fading corresponds
{g(aj%};./w ‘o6 (1+‘7H,i(f)Pz(f)) Wbes )T rank-one correlation matrix). It then follows that for

. . . ) asymptotically fully correlated fading at either the transmit or
whereW is the bandwidth of the transmitted sign€)(f) and  ihe receive side, the channel matrix becomes asymptotically
R, (f) are the power spectral density matrices of the transsnk-one

mitted signal and the received noise, respectively,(f) de-

notes theith diagonal element of matrix ; (f) (with diag- H(f) — hg(f)hZ(f) 9
onal elements in decreasing order), which is obtained from the ) )

singular value decomposition (SVD) of the whitened channétherehg(f) € C"#** andhr(f) € C"7*" represent the
ﬁ(f) ey R;l/z(f)H(f) = U4 (/)S5(f)VE(F), andPi(f) transmit and receive spatial signatures at frequehady fact,
represents the power allocated to fttiespatia?subchannel. Theusing the more general MIMO channel model described in [25],

maximization in (5) is over alQ(f) that satisfy the average it is possible to have rank-one channels even with uncorrelated
transmit power constraint given by fading at both the transmitter and the receiver (called “pin-hole”

channels in [25]). The asymptotic channel given by (9) has a
single nonvanishing singular value, in which case (5) and (8)
/W tr Q(f)df = Z /W Bi(f)df < Pav ©) are equivalent and, therefore, beamforming is asymptotically
' =1 optimum as the spatial correlation increases.
whereP,, is the maximum average transmit power in units of Regardless of the spatial correlation, beamforming also be-
energy per second. comes optimum for sufficiently low SINR. To be more specific,
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beamforming is optimum if and only if the waterfiling power
allocation in (7) presents at most one active spatial subchan . " }

5 _1 . . . x(0)  b(7) H(?) a'(n) (1)
per frequency % ,(f) < p~* Vf (assuming eigenvalues in de- } ?

creasing order), i.e., if

nex1 Ixng

Pav S # _ / - 1 - df (10) n(f)
?éa@?gﬁ,z(f) Ja og ,(F)

where() denotes the set of active frequencies (WiRH(f) >
0 according to the waterfilling solution in (7) over the highes
B Jb(r)

spatial subchannels) afd| = o, df is the size of2. "
Thus, for beamforming to become an optimum scheme, tP—%
channel matrix does not have to be strictly rank-one as indicat !
in (9). It suffices to have a fading correlation high enough t ! |
makeo j ,( f) sufficiently small so that (10) is satisfied (which !
also depends oR,., or, equivalently, on the SINR). As will be o
observed from numerical simulations in Section VII, for corre (b)
lated scenarios with an angle spread (AS) of the ordet (fi®)
is indeed satisfied.
In [26] and [27], the optimality of beamforming was analyze« x _% By — h0 o) —> =)
for different degrees of channel feedback quality. In [28], dit
ferent transmission strategies are considered (including a bet
forming approach) depending on the degree of channel kno\ )
edge at the transmitter and the spatial correlation. Interesting,,, ©

beamforming happens to be optimum for multiuser Scena”&a.& Schematic of the flattening of the MIMO channel to an equivalent SISO

with a sufficiently large number of users regardless of the spamnnel. (a) Basic communication scheme. (b) Decomposed communication
tial correlation [29]_ scheme. (c) Equivalent flattened channel scheme.

[V. JOINT TRANSMIT—RECEIVE BEAMFORMING DESIGN jointly designed according to the ZF and MMSE criteria. An

The transmit precoding filter can be designed to achieve @Pitrary controlled intersymbol interference (ISI) commonly
pacity and then the receive equalizer according to some critefgimed desired impulse response (DIR) or partial response is
such as ZF or MMSE as was done in [19]. Another interestifjowed in the design [30]. To start with, the partial response
alternative is to consider the signal constellation fixed (possibk™) 1S assumed fixed and given by the design specifications.
obtained after some kind of optimization process) and perforagction IV-C deals with the optimum choicegff). Note that
a joint equalization of the channel, i.e., to jointly design thive chssmaI criteria without partial response is obtained by
transmit and receive space-time filters according to some ¢§100singg(n) = aoé(n — no), wherea, andn, represent an
teria such as ZF or MMSE as in [18] and [8], respectively. arbitrary attenuation anci delay respectively. W(Ae will make use

Motivated by the previous result of the asymptotic optimalit§f the definitionsS....(f) = (1/7)S..(f) and Xy = X(f).
of beamforming, we focus on the joint design of transmit and ) ]
receive beamvectors [see Fig. 3(a)]. Beamforming implies thfat JOint Tx-Rx Beamforming Design Under the PR-JZF
a single symbol is transmitted per symbol period, i.e., that onfy/iterion
one spatial subchannel is being uséd 1). For clarity of pre- The partial response joint ZF (PR-JZF) criterion gen-
sentation, we consider Nyquist bandlimited systems, i.e., lireralizes the classical ZF criterion by allowing any de-
ited to [-1/2T,1/2T). The generalization to the case of exsired partial responseg(n). It is given by imposing
cess-bandwidth systems is straightforward following the elegaat! (¢) + H(t) * S(t)|t=nT = g(n) * z(n). In the frequency

approach of [8]. domain, this can be expressed as
Given the transmitted signalt) = >, b(t — kT)z(k), the
transmit power constraint is 1 _ 11
P DHDBD = oD, F€ =55 57)- @2
1/2T 4 .
./—1/2T fsfﬂ”(f)b (f)b(H)df < Pay (11) For simplicity of notation, we defing(f) = T - g(f). Itis as-
sumed thaH(f) # 0, f € [-1/2T,1/2T) (for excess-band-

where b(f) = F{b(t)} and S..(f) = S5 _.  width systems this requirement is relaxed) so that (12) can be

E[x(n)z*(n — k)] e~727f*T is the power spectral density ofsatisfied. We further impose the minimization of the noise power
the data symbols(n). We similarly defineH(f) = F {H(t)} after filtering at the receiver
anda*(f) = F{a*(t)}. o

In the following sections, optimum transmit and receive min _ / aH(f)Rn(f)a(f)df. (13)

wideband (frequency-selective) beamvectofs) anda(t) are ar —1/2T
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The Lagrangian containing (11)—(13) can be written as _ 95 R-1(A\H.b 21

1/2T
_ H & Hy
£= /_1/2T a5 Ru(f)as + 2Se (f)by by = Ar(f) where we have used the matrix inversion lenirhising (20)

Re (aHH b ) M\ (f)Im (aHH b ) df. (14) into the MSE of (18) along with the power constraint of (11)
PR ’ FEIRI reduces to the following constrained minimization problem:
Settingaﬁ/aa} = 0 and using the ZF constraint of (12) to

find the Lagrangian multipliers, we obtain the following express, i, _ / |£~7f|2 df
sion for the receive beamvector as a function of the transmitb; 167 (BfoR;l(f)Hfo) + 85
beamvector: .
i i st [18/"5.(0) < P (22
ay R (f)Hsbs.  (15)

" bPHER,(f)Hsb; " _ _
7 Hy R (f)H by In this case, agaim; = b HF R (f)Hb; must equal the

Introducing (15) into the design equations and decomposingaximum eigenvalue oin}’R;Ll(f)Hf) andb; must be its
without loss of generality (w.l.0.9.) the transmit beamvector @®rresponding eigenvector.

by = Bsby, where||bs|| = 1, we obtain the following con-  The optimal|3;|? that minimizes the convex functighsub-
strained minimization: ject to the convex constraint (11) is given by the following mod-
G |2 ified waterfilling solution [31]:
Y 18¢* (DY LR (f)HBy ) o (e [l 1
187" = | kanvise G G (23)
st / |/Bf|2 Szx(f) < Pav~ (16) pfS:lJI(f) pfS:lJI(f)

B _ where
In order to minimize¢, p; £ bPHFR,(f)Hsb; must

equal the maximum eigenvalue i’ R (f)Hy), beingb;  jyivse = (1/Pay +/ pj?ldf)/ \/(|§f|(Z Sex(f)/ps)df
its associated eigenvector. The error functiohecomes then Q Q

a convex function. Again, forming the Lagrangian and settinghosen so that the power constraint is satisfied with equality

dL/9|B¢|* = 0, the following solution is obtained: since the error functiod is monotonically decreasing iR..)
— and( denotes the set of frequencies for whigh|> # 0. Again,

|ﬂf|2 _ M_1/2 |gf| 17) the phase ofs; is not defined and can be freely chosen. The

Z¥ p§Sez(f) solution corresponding to (23) can be solved as in [10], [11],

and [8], where a parametric approach is given by expressing the
where M;{f = (1/Pw) [ /|§f|2 gm(f)/pfdf is found by MSE and the transmit power as a function of the parameter
imposing the power constraint with equality because the en@fd then selecting one point of the curve. This method becomes
functiong iS monotonic decreasing iR, . Note that the phase an iterative solution when havmg a given transmit power. In

of 3; does not affect the solution and can be freely chosen. Section VI, a nonparametric and exact algorithm is given.
JMMSE Versus JZFin classical receive-only filter design,

B. Joint Tx—Rx Beamforming Design Under the PR-JMMSE:it is well-known that as the noise power goes to zero (in our
Criterion case, as the SINR goes to infinity), the MMSE solution tends to

The partial response-joint (MMSE) criterion generalizes tH8€ ZF one [32]. For the case of joint transmit-receive design,

classical MMSE criterion by allowing any desired partial rethiS assertion holds as well, as we show next. As will be fur-

sponsey(n). It is based on the minimization of ther analyzed i_n Sec’_[ion IV-Dyy is the channel fr(_aquency_-de-
pendent effective gain. Fgr; — oo, the expression ody in

E=¢€ [|Z(n) — g(n) * l,(n)ﬂ (18) (21)clearly tendsto (15). As fds, the normalized beamvector
by is clearly the same in both criteria [the eigenvector corre-
wherez(n) is given by (4). The Lagrangian containing (18) irsponding to the maximum eigenvalue HfR;l(f)Hf)] and
the frequency domain along with the average transmit powtse scaling factot3;|? is asymptotically equal. Indeed, from

constraint of (11) is (23)
1/2T -2
c= [ () ey Sunt) B41° = sifioey |2
—1/2T pfSa:a:(f)
H o . H +
+af Ru(f)as + WS (/)bfbr) df. 19 (1—;3/2 0 ) e [laff
SettingdL/da’} = 0, we obtain P o1l S () NV 08 (f)
P _1 ~ where we have used the fact thatyisg — pzr.
= (H;b;bHTS,, R, HybsSeo(f)3}
af ( Ut )+ <f)) Ul (f>gf IMatrix Inversion Lemma: (A +BCD)™' = A-! — A-'B

(20) (DA-'B+C ')"'DA.
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C. Design of the Partial Response D. Conceptual Interpretation of the Joint Beamforming

Thus far, we have assumed thatthe partial responsedfiifgr Scheme

used in (12) and (18) was given and fixed by the design specifi-To get insight into the solutions obtained for the joint wide-
cations (e.g., we may have a detector matched to a given partiahd beamforming design, we decompose the frequency-depen-
response such as the duobinary channrelD, or the DC-notch dent beamvectors as follows:

channell — D [30]). However, we can also considgf) as ad- o
ditional degrees of freedom in the design procedure to improve { Ef - afgf
performance. In that case, the resultiig’) should be taken 5 = Prbs

into account by the subsequent detector. In principle, we &{ferea, andb, contain the spatial structure of the beamvec-
interested in a symbol-by-symbol detector, possibly including,s and are normalized w.l.o.g. so thﬁ{Rn(f)éf — 1 and

a DF block (the DF filter is given by the strictly causal fi|terBHBf = 1, anda, and g, are frequency-dependent scaling
g(f)—lz).ADFschemeiscomputationallyappealing,althoug{‘:%"::tOrS [see Fig. 3(b) wher (1) 2 F-! [b(f)}, a*(t) 2

it may present problems of error propagation at low SINR. %_1 a* (/)] '

is also possible to use a maximum-likelihood sequence esti-r,. . | 'malized receive beamvectaf, corresponding to

mator (MLSE). In that case, however, the previous derivatio Sth the ZF (15) and the MMSE criterion (21), coincides and
of transmit and receive filters are not optimal anymore since t egiven by '

receive filter correlates the noise and (13) or (18) do not cor-

respond to the optimal metric of the MLSE (they correspond _ R, (f)Hby

instead to a MLSE that ignores the temporal noise correlation). af = HiiH o1 ‘
To optimizeg(f), we first rewrite the error function of (16) \/bf Hy R (f)H by

and (22) as

The normalized transmit beamvectoy is also identical for
la(f) |2 both criteria and corresponds to the eigenvector associated with
e= [0 ar
(f)

(24)  the maximum eigenvalue oH'R,, ' (f)Hy). Interestingly, the
expressions obtained for the normalized beamveatpesdb ;
whereg(f) L b]’;IH]’;IR;l(f)Hfbf+m§;zl(f) withx = 0 for Maximize the SINR and the mutual information at frequeficy
the ZF case and = 1 for the MMSE case. Using well-known  The frequency-dependent SINR can then be expressed as
results on spectral factorization theory [30] (see also [38})) I 9
_ lay Hyby”

can be written as SINR =— " S . (f)= pP
(N = R (Pray D) = #HP)

a(f) = so () b e e e
Whe_rep(f) = |af Hyby| /af R.(fla; = by HY R, (f)
wherey( f) is canonical, i.e., causal, monic and minimum phas#l ;b ; is the effective gain of the spatially flattened channel and

q

ands, is given by P(f) = |[3f|2 S..(f) is the allocated power at frequengy
LjoT We can conclude that the normalized beamvectors are equiv-
log s, = T/ log q( f)df. alent for all criteria a.nq ess.en_tially select the constitl_Jent.spatiaI
—1/2T SISO subchannel arising within the MIMO channel with highest

ain [see Fig. 3(c)]. Equivalently, we can say that the MIMO
hannel is spatially flattened in the sense that it is reduced to a
SISO oneh.,(f) = afHyby, with maximum effective gain.

Using the Schwarz inequality, it can be shown that the err§
function in (24) is minimized fof(f) = v(f) and is given by

1/2T The scaling factors are regular filters that operate on the equiv-
§= s—df alent spatially flattened channel [see Fig. 3(c)]. These scaling
e ~ factors differ for different criteria such as ZF, MMSE, and ca-
_ L T [ e (b HY R (D b 4151 () daf. pacity-achieving solution.
The previous error is minimized whésy lies along the direc- V. EXTENSION TO MULTIPLE-BEAMFORMING DESIGN

tion of the eigenvector corresponding to the maximum eigen-|n this section, we generalize the derivation of the

value of fI¥'R; " (f)H;) and with squared norm given by transmit_receive filters of the previous section to the case
of multiple beamforming, i.e., matrix filterB (¢) and A (¢) as

+
|8 |2 =|pu L K 1 opposed to vector filters. The average transmit power constraint
! Sex(f)  pfSex(f) is given by
i i i : 1/2T )
where_u is chosen to satisfy the power constraint of (11) with / o (B(f)R_,(f)BH(f)) i <P 25)
equality. o

2This implies thaty( f) has to be a monic filter, i.e., with the first tap equalwhere Rz(f) ey (I/T)Rx(f) and R.r(f) ey Zioz—oo

to one.
H —jonfkT .
3We assume thaj(f) is not zero over any measurable interval so that thé [X(n)x" (n — k)le™’ ~fkT is the power spectral density

spectral factorization exists [30]. matrix of the data vectax(n).
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We first formulate the problem under the PR-JZF criterion, To obtain the optimaB, we consider the PR-JZF and the
which is an extension of the result obtained in [18] where a diPR-JMMSE criteria in a unified way. Plugging (29) and (31)
ferent derivation was done based on the maximization of theo (27) and (30), respectively, (and applying the matrix inver-
SINR subject to the ZF constraint. The ZF criterion with arbision lemma in the PR-JMMSE method), the noise error in the
trary partial responsé(n) can be expressed in the frequencyR-JZF criterion (27) and the MSE in the PR-JMMSE criterion

domain as (30) are obtained setting = 0 andx = 1, respectively, in
1 , , , , 1 1 1/2T _
—AH(HH(B(f) =G ——. =] (26 - o !
FATHDBG) =G T€|-gr5r) @8 [ (o, o)
—-1/2T
and the noise minimization at the receiver is Re,(f)df (32)

1/2T o
min  &zr = / tr (AT(/)Ra(f)A(f)) df.  (27) whereRa, = G/ Gy. )
Jo1/er Defining B, 2 B;RY?(f) and R.(f) 2 RY*(y)
The Lagrangian containing (25)—(27) can be written as in (Za},fo{i/Q(f), the problem can be written as
shown at the bottom of the page from whidly can be found

. . % . - - —1
as a function ofB; by settmga/:/aAf = 0 and using the min /tr (B}*—IH}*—IR#(f)Hfo n nI) R.(f)df

constraints to find the Lagrangian multipliers B
_ _ -1 = ' B.BH
A =R,'(/)H/B; (BYHIR,'(/H;B;)" GI (29) st / i (BB ) dr < Puv- (33
Whereéf 2T Gy. In Appendix A, it is shown that the optimﬁf is (if L > nr,

Alternatively, the problem can be formulated under thgstead ofL usel, £ min (L,nr))
PR-JMMSE criterion. It is based on the minimization of the ~
MSE & ||z(n) — G(n) % x(n)||>. The solution to this problem By =U;%p, VY (34)
for the particular case d&&(n) = agIpé (n — ng) was obtained ) . ) .
in [8] by proving a series of lemmas on the diagonality of som&nereU s andV; are unitary matrices that diagonaliBe (/)
matrix expressions. In [34], instead of minimizing the Euclidea®Nd E©7 R, (f)Hy), respectively
norm of the error vector (equivalently, the trace of the error " )
matrix), a unified framework that includes most reasonable ViR )V =D.(f) (35)
objective functions is developed based on majorization theory. Uf (H}{Rgl(f)Hf) U; =D, (f) (36)
In the following, we make use of a basic result of the theory of
majorization [35] and provide a compact and simple origindfhere the eigenvalues &.(f) and @R " (f)Hy) (equiv-
derivation of the solution for a general choice of the partial rélently, the diagonal elements Bf,(f) andD;'(f)) are de-
sponseG (n) (which includes DF schemes)The MSE can be Nnoted by, ;(f) and),,}(f), respectively. The only unknowns
written in the frequency domain as shown in (30), at the bottoRW are the diagonal elements Bf3(f) denoted by 5.:(f).
of the page, wher®,(f) = Hfoflx(f)B}‘IHf + R, (f). The constrained minimization problem can be finally written in

Again, we can obtairA ¢ as a function oB; as convex form as
-1 L A
~ ~ = . 5,2
Ay = (HfoRx(f)BfH? + Rn(f)) H;B/R.(f)G}. Qin €= /Z Tz Y
3) = (5 )
L
4The considered design accounting for an arbitrary partial response is mathe- 2 g <
matically equivalent to having as a design criterion a weighted trace of the error st Zl 9B, df < Pay (37)
i=

matrix. We would like to thank C. Aldana for pointing out the existence of [36]

(at that time unpublished), where the weighted trace criterion is considered anH he d d he f h b itted f
solved using the Karush—Kuhn—Tucker conditions arising in convex optimiz\él ere the dependence on the frequency has been omitted for

tion theory. simplicity of notation. Assuming thak, ; are in decreasing

1/2T :
L= /_1/2T tr (A?Rn(f)Af + MB(f)R.(f)B(f) — Re (AFH;B;) Ag(f) — Im (AYH,By) AI(f)> df  (28)

1/2T . N N N .
Ennvise = / . (G/R.(NGT + AR, (N)A; — ATH/B/R.(/)GF - G/R.(/BfHIA[)df  (30)
—1/2T
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order w.l.o.g., it follows that the errgfis minimized forX,,;  from which the potential values of the energigsfor 1 < k <

in increasing order (see Appendix B). The optimak({;} that IV is straightforwardly computed ds, = ub, — ax.

minimizes the convex functiof subject to the convex region If all the energies are nonnegative, the problem is solved. Oth-
corresponding to the power constraint (25) is given similarigrwise, some of théV subchannels have to be removed, i.e.,

to (17) and (23) their energy has to be set to zero, and the process has to be
repeated until no negative energy arises. To know the order in
Jé,i = which the channels have to be removed, we first obtain the fol-
e D W for = 0 (PR-JZF) lowing lemma.

12 + Lemma 1:Given two lists of positive numbersaf}

(HMMSE Asyi Ani —)\n,i) , for x=1(PR-JMMSE) and {;}, and a set of energie®, = pubr — aj, where

(38) n = (ET-f—Zk ak)/zk by (Zk E, = ET), if a; andb;
for a given: are removed from the lists, then increases if

where 2 = (1/Pu) S5 [ /e Madf, pil2ey = EBi = pbi —a; > 0andu decreases il = pub; — a; < 0.
(1/(Pav + X Jo M) i Jo v/ Asii Anidf (both chosen Proof: This resultis very intuitive since it is simply saying
to satisfy the power constraint with equality), afid denotes that if a subchannel with a positive allocated energy is removed,
the set of frequencies for whiatg, ; > 0. Althougho ;(f) is this energy can be reallocated over the rest of subchannel (i.e.,
assumed real, an arbitrary phase can be absorn&g ior V;. /¢ is increased) and vice-versa. _

The modified waterfilling solution resulting from the The value ofu after the deletion of; andb; is

PR-JMMSE criterion can be efficiently implemented using the Er+Y a — a;

algorithm given in Section VI. The partial respon&én) for new Tt old
the multiple beamforming case can also be designed using the = b —b; =HT
theory of spectral factorization on matrices as in Section IV-C. k

For more details, the reader is referred to [15].

where
1— —@a
VI. PRACTICAL WATERFILLING ALGORITHM Bty a,
In this section, an efficient and exact practical implementa- v = b_‘“
tion of a generalized modified waterfilling algorithm is derived 1- lb
based on [21, Ch. 4] and [19, Alg. 1]. 2

The design equations for the PR-JMMSE criterion (23) and " . o
(38), noting that in a practical implementation the continuogglearly, u" > p®< if and only if v > 1, which in turn
frequency domain is approximated by a finite set of frequenéyplies thata;/(Er + >, ar) < b/, by or, equivalently,

bins, can be cast into the following general form: a; < b;p° and, therefore) < pdb; —a; = E;. Thus,
v > pelif and only if E; > 0 andvice-versa ]
Ey = (uby — ak)+ 1<k<N Using the previous lemma, we can state that a channih
N (39) positive energy cannot be removed, becauseould increase
k; Ex = FPr and therub; —a; would still be positive which is a contradiction

with E; = (ub; — a;)™*. On the other hand, if a channgtvith
wherey, is a constant (commonly termed “waterlevel”) selectedegative energy is deleted, therdecreases and, consequently,
to satisfy the constraint. It is important to remark that the warh; —a; still remains negative which means tiiab; — a;)" =
terfilling solution of (39) is a generalization of the classical ca3 holds and will hold while channels with negative energy are
pacity-achieving waterfilling solution which is obtained by parremoved. In light of those results, a first version of this modified
ticularizingb, = 1 as in [21, Ch. 4] and [19, Alg. 1]. waterfilling algorithm is summarized in Table I.

We can proceed in the same way as in [21, Ch. 4] by makinglt is also possible to derive another version of the algorithm
the hypothesis that all subchannels are active and expresdiaged on[21, Ch. 4] by noting that the channel with highest quo-
(39) in matrix form as tientay /by is the first one to become negative when decreasing

. To be more exact, sinck; /b; = u — a;/b;, we can clearly

L0 00 =y Ey - state that for; /b, > a;/b; it follows that if £; is negative so is
01 - 0 —b 2 —a2 E; and, conversely, if’; is positive so igZ;. Therefore, a second
N : : = o version of the modified waterfilling algorithm is summarized in
0 0 1 —by| | Ex —an Table II.

1 1 1 0 u Er Note that both algorithms requir® loops or iterations in

the worst-case to obtain the exact solution. This is in contrast to
Summing the firstV rows and usin@ff:l E, = Er, the wa- the existing iterative approaches for the modified waterfilling
terlevelu is obtained as solution [8], [10], [11] that converge to the optimum solution
as the number of iterations goes to infinity (they select a
Er+3 ak value forp and then comput®, Ey, if it is greater thanty
k then the constant is reduced, otherwise it is increased and so

b,
% k forth).

=
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TABLE |
FIRST VERSION OF THEMODIFIED WATERFILLING ALGORITHM

1. Compute list of pairs {(ax,b;)} for k € S={1,--- ,N}.

2. Calculate current value of p according to: p = %’;&lfkak
€

3. Compute the energies using the current p as: Ex = pby —ax, k€ S.

4. If all the energies in S are non-negative (i.e., Ex > 0, Vk € S), then finish.

Otherwise, remove the channels with negative energy:” S~ = {k € S : E; < 0},
E,=0 keSS,
S§+—8-6,

and go to step 2.

TABLE I
SECOND VERSION OF THEMODIFIED WATERFILLING ALGORITHM

1. Compute list of pairs {(ax,bx)} for 1 <k < N.
2. Reorder the list of pairs {(ax, bx)} so that ay/b; are in increasing order.
3. Set N = N (number of active subchannels).

ETJerN:l Ak

4. Calculate current value of p according to: up = ST
k=1%

5. If By = by —ag < 0, then N = N — 1 and go to step 4.

Otherwise, compute all the energies according to By, = (ubx — az)™ and finish.

VII. SIMULATION RESULTS paper is on beamforming for spatially correlated MIMO chan-
)p_els, we first analyze the goodness of beamforming for different
&iegrees of spatial correlation and then evaluate and compare the
pposed JZF and JMMSE beamforming methods.
Regarding the scenario for the simulations, realistic MIMO
(4,4) channels were generated for a typical situation of a
A. lllustrative Example communicatiqn between a mobile u'nit (MU) and a.base s'gation
) ) (BS). The MU is generally immerse in arich scattering environ-
_For this example, a simple MIMO (2,2) channel was alment due to the presence of multiple objects (buildings, cars,
tificially generated in order to obtain visual and qualitativgc y 'haying therefore an almost uncorrelated fading among the
results on the two-stage process described in Section IVadiennas for a half-wavelength separation. On the other hand,
(see Fig. 3). The two stages of the process are shown in Figyé, g5 is assumed to be on top of a building, receiving the
The first stage, common for all criteria, is the flattening of th@ignal transmitted by the MU from a mean direction of arrival
MIMO channel, whereas the second stage consist on the POWSEA) and within a specific AS, which depends basically
distribution which depends on each particular criterion. Frop}, ne height of the antenna elements of the BS. The fading
Fig. 4, it can be observed that whereas the capacity-achievigge|ation at the BS is considered a function of the AS, the
solution (or unconstrained .beamformin_g) anq theT JMMSEienna spacing and the mean DoA according to [37], where
method allocate the transmitted power in an intelligent Way  niform-shaped angular distribution was assumed to derive
according to the gain at each frequency by not allocatingysed form expressions. The mean DoA was drawn from a
power to highly attenuated areas, the JZF criterion attempts {9iorm distribution on L-60°, 60°] (assuming a three-sectorial
perfectly equaliz.e the spatially flattened channel by aIIocatir&H deployment) and a h/alf—wavelength separation of the
more power to highly attenuated areas and therefore enhancijgsnnas was assumed. Given the envelope correlation matrices
the noise. Although the JZF criterion may in general perfory o, ends of the link [37], the spatially correlated MIMO
similarly to the JMMSE, it fails when strong nulls exists; inchannel is generated as explained in [38]. No interfering signals
other words, it lacks robustness. were considered in the simulations. The temporal dispersion
of the channel was generated following a vehicular power
delay profile as specified by ETSI [39]. The matrix channel
We now consider arealistic scenario based on channel modgdserated was normalized so thag, £ |Hij(n)|2 = landis
obtained from field measurements. Since the interest oftliissumed perfectly known. The transmission block is assumed

In this section, we first consider a simple and illustrative e
ample that will allow us to gain insight into the problem an
then we deal with a realistic scenario (using a channel mod¥
based on field measurements).

B. Realistic Simulations
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|H12(f)\2 QOutage Probability curves (CDFs) of a MIMO (4,4) VEH-A cnfnnel (SNR = 16.00 dB)
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. Rate (bps/Hz)
flattening
Fig. 5. Outage capacity of a MIMO (4,4) vehicular-A channel
Flatened MIMO channel frequency response (SNR = 16 dB) with differ_ent fading correlation and degree of knowledge of
10 T . . : . : T the channel at the transmitter.

of //,,,__\ AT T 1
P N \ 1 sumption of infinitely long code block length is a useful ideal-
i_zo / \ ization. The transmitted signal-to-noise ratio (SNR) is defined
5 / \ as (assuming a Nyquist bandlimited system, i.e., a bandwidth
%or | \ / of 1/T, and noise with a flat power spectral density¥{)
2 ol \I’ e SNR £ P, /P, = Pu/T/No = E,/Ny whereE, is the trans-
ol % , o mitted symbol energy.
\j Most of the simulation results are presented in terms of
s s 08 w2 1 0 o1 02 03 04 o5 outage capacity. For communications without delay constraints
e in which the transmission duration is so long as to reveal the
power long-term ergodic properties of the fading process (assuming
TR the channel an ergodic process in time), the ergodic capacity
distribution is a useful measure of the average achievable bit rate. The
Optimu (capacty-achieving) power isirbution at the Tx ergodicity assumption, however, is not necessarily satisfied
2 ' ' ' ‘ ‘ ’ ‘ ' ’ in practical communication system with stringent delay con-
s ] straints operating on fading channels because no significant
8 oof Y SUNINT RN . . channel variability may occur during the whole transmission. In
s F \‘\ f \ 4 these circumstances, the outage capacity defined as the capacity
20 i L . ; ; ; that cannot be supported for only a small outage probability
J2F power distrbution &t the Tx P,y is the appropriate measure [2], [1]. With no CSIT, an
2 ' ‘ ‘ ’ : ' outage means that the transmitter is transmitting at a rate higher
or ' 1 than capacity and, therefore, information cannot be reliably
8 of j\ 1 transmitted. With CSIT, however, the situation is different since
N o N -/ : the transmitter knows what is the maximum rate that can be
ol ; S ol supported by the specific channel realization and, therefore,
JMMSE power distribution at the T it can adapt by transmitting at a lower rate (this may or may
® ‘ ' ' ' ‘ ' ‘ ' ' not be acceptable depending on the specific application). Since
or o o ] the capacity is a function of the random channel realization, it
R e I S ] is a random quantity that can be described by its cumulative
f h [T \ AT .
-101 l | . distribution function (CDF).
e Range of Optimality of Beamformlngn Fig. 5, the outage
freq capacity curves corresponding to MIMO (4,4) channels

Fig. 4. lllustration of the two-stage process with the simple MIMO (Z,ZYVIth different degrees of spatial correlation (ranging from

channel: 1) flattening of the MIMO channel (equal for all methods), andOMpletely uncorrelated fading to fully correlated) with (w/)
2) power allocation foBNR = 6 dB (different for each method). and without (w/0) CSIT are plotted. The highest capacity

corresponds to the completely uncorrelated case (because the
sufficiently short so that the channel remains constant and atgin of the channel eigenmodes is high), whereas the fully
sufficiently long so that the standard information-theoretic aserrelated case has the lowest capacity (because it only has one
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Outage Probability curves (CDFs) of a MIMO (4,4) VEH-A channel (SNR = 16.00 dB) Outage Capacity (PM = 5%) of a MIMO (4,4) VEH-A channel (SNR = 16.00 dB)
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Fig. 6. Outage capacity of a MIMO (4,4) vehicular-A channel as a function qﬁig_ 7. Outage capacity (at a probability of outage of 5%) of a MIMO (4,4)
the number of parallel subchannels used (from one to four). vehicular-A channel witlENR. = 16 dB as a function of the AS.

- - . Outage Probability curves (CDFs) of a MIMO (4,4) VEH-B channel (SNR=16.00 dB, AS=8°)
nonvanishing channel eigenmode). The rest of the cases (par 1° ——r— : o et

spatial correlation) lay within them and present increasin S RISy RN
capacity with AS as expected. For low angle spread (on tt B DRI AN B
order of #), the capacity is close to the fully correlated case
For high angle spread (on the order of°ROthe capacity is
close to the uncorrelated case. CSIT becomes less importg
with decreasing spatial correlation.
In Fig. 6, we show the effect of using a reduced number ¢
spatial subchannels instead of using them all (four in this cas(g8
For the completely uncorrelated case, the decrease in capan%
with respect to the use of all four subchannels at 10% outag
when using three subchannels is about 0.5 bps/Hz (2.9%
whereas when using two subchannels the difference increa:
significantly to 4 bps/Hz (a loss of 26%). Therefore, at leas
three out of the four subchannels should be used. For a partia
spatially correlated channel, however, the importance of usir 42
all available spatial subchannels diminishes significantly. Fc
AS = 20°, itis only necessary to use two subchannels, whereas

for AS — 4°(n0t depicted), using a single subchannel is enou%ﬁg' 8. Outage capacity of a MIMO (4,4) vehicular-B channel corresponding

. . different transmit-receive methods f&NR = 16 dB.
since the four CDF curves collapse into one. The reason why

the number of significant parallel subchannels decreases is . L o
directly related to the pdf of the channel eigenvalues [24]. It [Y€ capacity values). From this picture, the range of optimality

well-known that a uniform power distribution performs clos@' Peamforming can be seen: for an angle spread on the order
to the waterfilling distribution provided that the appropriat@f 4°—8, the loss in capacity of the beamforming scheme is
subchannels are used (basically avoiding zero-gain subchanf&@!gible .

on which the allocated power would be wasted). For the up-Evaluation and Comparison of the JZF and JMMSE

correlated case, a uniform power distribution over one, two, Mjethods: We now present a numerical evaluation and com-

three subchannels is almost optifathereas for the partially parison of the proposed beamformlng methods along W'_th two
correlated channel withS = 20°, it is almost optimal only simple benchmark schemes in terms of outage capacity and
over one or two subchannels. bit-error rate (BER). The two benchmark schemes use simple

In Fig. 7, the capacity at an outage probability of 5% is pIotte'&_"J‘”Ol‘_Nband d(ll.e.’ flat 'I” f_requr?n?/) beamvectors for their
as a function of the angle spread when using all constituent sginPlicity and low complexity. The first one consists on using
channels and when beamforming is applied (if instead we plJSt e best pair of transmit-receive antennas, aes ei,
the eraodi Sy i ; ; @dagb = VPaej,., wheree;, € C"#**" ande;, € C""*

godic capacity, similar results are obtained in the sense Jr R Jr
the shape of the curves remains the same but with less conserviote that the curve for partial correlation in Fig. 7 is not monotonic on the
AS. This is due to the model of the ray distribution (uniform-shaped angular
5By “almost optimal,” we really mean that if we plot a CDF curve of thedistribution) used to compute the fading correlation [37]. For other distribution
achievable rates corresponding to the waterfilling and uniform distribution, theyodels, slightly different curves are obtained but the underlying trend is always
coincide and cannot be distinguished. the same.
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out

QOutage Capacity (P_ = 5%) of a MIMO (4,4) VEH-B channel (AS=8°) Pe (uncoded QPSK) of joint Tx-Rx methods on a MIMO (4,4) VEH-B channel (AS=8°)
T T T T B T PP T T .
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Fig. 9. Outage capacity (at a probability of outage of 5%) of a MIMO (4,4¥19- 10. BEOR curves of uncoded QPSK for a MIMO(4,4) vehicular-B channel
vehicular-B channel corresponding to different transmit-receive methods a%ifh AS = 8° using FIR filters of 64 taps at the Tx and 128 at the Rx.
function of the SNR.

VIIl. CONCLUSION

are all-zero vectors with a one in thgth andjrth position,  |n this paper, we have analyzed communication schemes
respectively. To be more precise, the transmit-receive anteRRgugh wireless MIMO channels with channel knowledge
combination providing the highest gain is selected according4 poth sides of the link. We have first shown that, from an
9 information-theoretic point of view, beamforming becomes
dt. asymptotically optimum as the spatial correlation of the
channel fading increases (typically in outdoor scenarios with

The second benchmark method designs the transmit beamveBrsf Placed in high positions). Based on this result, we have
to maximize the energy of the equivalent received channten derived practical transmit-receive beamforming schemes

g(t) = H(t)b, subject to the power constraint. The solution tgccording to different design criteria such as ZF and MMSE

(in.r) = argmax [ |[H(0),
(””j) 7]

that criterion is given by alllowi.n.g any desjred partial response. Conceptually, these
simplified processing schemes have been shown to decompose

H into two different stages: the first one corresponds to a spatial

/H (H(t)dt | b = Amaxb. flattening of the MIMO channel, i.e., choosing the eigenmode

with the highest gain at each frequency; the second stage
This benchmark, further simplified by assuming = 1, is depends on the particular design criterion and performs the
one of the methods proposed for downlink transmit beamewer distribution at the transmitter and defines the equalizer
forming in the third generation of digital mobile radio systemat the receiver. An extension of the beamforming approach to
Universal Mobile Telecommunication System (UMTS) byhe case of using multiple spatial subchannels or eigenmodes
the standardization organization Third-Generation Partnersifultiple beamforming) has also been obtained in a compact
Project (3GPP) [40, Sec. 4.7]. At the receiver, the narrowbag@éld simple way. We have proposed an exact and practical
beamvector is designed to maximize the SINR as in [41].  jmplementation of the modified waterfilling solution obtained

Outage capacity curves when using the JZF and JMM$Ethe MMSE design. The proposed joint ZF and joint MMSE

methods [using/(n) = aod(n — no)] are plotted in Fig. 8 for methods have been evaluated and compared with numerical
SNR = 16 dB andAS = 8°. We can observe that the JZFgimylations based on realistic scenarios, showing the increased
and JMMSE beamforming methods exhibit a capacity virtualyypstness of the joint MMSE approach compared with the

identical to that of the unconstrained beamforming case. jiint ZF method as in the classical receive-only equalization.
Fig. 9, the capacity at a probability of outage of 5% is depictéd

for all methods as a function of the SNR (as happened with
Fig. 7, if the ergodic capacity is plotted, similar results are
obtained). Again, it is observed that both the JZF and IMMSE
methods perform remarkably well compared with the uncon- We need the following lemma easily obtained from majoriza-
strained beamforming case. Finally, in Fig. 10, BER result¥n theory [35].

are given for an uncoded system with a quaternary phase-shiftemma 2:[35, 9.H.1.h] If A and B are n x n positive
keying (QPSK) constellation using an implementation baségmidefinite Hermitian matrices, then

on finite-impulse response (FIR) filters with 64 taps at the Tx n

and 128 taps at the Rx. The JMMSE method is clearly more tr (AB) > Z A4 idBm—it

robust and performs better than the JZF. Py

APPENDIX A
OPTIMALITY OF THE DIAGONAL STRUCTURE
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where) 4 ; and g ; are the eigenvalues & andB, respec- for their valuable comments on the paper and D. Gesbert for

tively, in decreasing order.

Focusing on a particular frequency and dropping the fre-
guency dependence for the sake of notation, we have from

Lemma 2 (definindRy = HYR;'H)

L
_ 1
tr (BFRyB + kI 1R5>§:)\i R,
r(BTRAB + 1) =2 Re) N BTRB) + =

where )\; (X) is theith eigenvalue ofX in decreasing order.
For any given matrixB, the lower bound can always be
achieved by post-multiplyingB by a proper unitary ma-
trix [note that any rotation oB does not affect the power
tr(BBH)]. To be more specific, givei, the lower bound is

achieved byB = BUgpU%, whereR, = U,D,U¥# and
BYRyB = UypDypUH,.

In other words, forB to be optimal, it must be that
UZBHRyBU, is a diagonal matrix. If the eigenvalues of
Ry are all different, it follows (see [34] for details) that we can

write w.l.o.g.BU, = Ug X or, equivalently

B=UyxzU" (40)

whereUy is a unitary matrix whosd. first columns are the
eigenvectors oR g corresponding to thé largest eigenvalues

(1]
(2]

(3]

(6]

(71

(8]

9]

andX g has zero elements except (possibly) along its main dif10]

agonal. In case that some of thdargest eigenvalues & 5 are

equal, the optimdB is not unique sinc® g allows for arbitrary

subrotations. Similarly, in case that some eigenvaluds oére

equal, the optimaB is not unique sinc&J; allows for arbitrary

subrotations [e.g., IR = 21 then any unitary matrifU, can
be used in (40)]. In any case, although the set of optiBial

(11]

(12]

may have a more general decomposition, (40) always describ&s!

an optimalB.

APPENDIX B
OPTIMUM ORDERING OF THECHANNEL EIGENVALUES

In this appendix, we first show that assuming; in de-

creasing order w.l.0.g., the errérin (37) is minimized by the
orderinga%ﬂ//\m > 0237,L-+1/)\n7i+1 and then we show that the

termsog ;/A,.; can be achieved with a lower power when;
are in increasing order.
Lemma 3: [35, 6.A.3] The summatiod , a;b; is maximized

(minimized) when the sequences;J and {b;} are in the same

(opposite) ordering, i.e., fat; > a; thenb; > (<)b;.

The first part of the proof follows by a direct application

(14]

(15]

(16]

(17]

(18]

(19]

of Lemma 3 t0)"; Ai/(0% ;/An.i) + k. The second part is [20]

similarly proved by definingy; £ a?gﬂ./)\n_yi (from which «;

are in decreasing order) and then writing the utilized power ag,;

>i0B. = 2, @i M- Again, by adirect application of Lemma

3, itis clear that if\,, ; are in increasing order, the samgcan
be achieved with less power.
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