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MIMO communication systems with CSI at both sides of the link can adapt to each channel realization to optimize the spectral efficiency and/or the reliability of the communication. A low-complexity approach with high potential is the use of linear MIMO transceivers (composed of a linear precoder at the transmitter and a linear equalizer at the receiver). The design of linear transceivers has been studied for many years (the first papers dating back to the 1970s) based on very simple cost functions as a measure of the system quality such as the trace of the MSE matrix. If more reasonable measures of quality are considered, the problem becomes much more complicated due to its nonconvexity and to the matrix-valued variables. Recent results showed how to solve the problem in an optimal way for the family of Schur-concave and Schur-convex cost functions. Although this is a quite general result, there are some interesting functions that fall outside of this category such as the minimization of the average BER when different constellations are used. In this chapter, these results are further generalized to include any cost function as a measure of the quality of the system. When the function is convex, the original complicated nonconvex problem with matrix-valued variables can always be reformulated a simple convex problem with scalar-valued variables. The simplified problem can then be addressed under the powerful framework of convex optimization theory, in which a great number of interesting design criteria can be easily accommodated and efficiently solved even though closed-form expressions may not exist.

18.1. Introduction

Multiple-input multiple-output (MIMO) channels are an abstract and general way to model many different communication systems of diverse physical nature; ranging from wireless multiantenna channels [1, 2, 3, 4] (see Figure 18.1) to wireline digital subscriber line (DSL) systems [5], and to single-antenna frequency-selective channels [6]. In particular, wireless multiantenna MIMO channels have been recently attracting a significant interest because they provide an important increase of spectral efficiency with respect to single-input single-output (SISO)
channels [3, 4]. This abstract MIMO modeling allows for a unified treatment using a very elegant and convenient vector-matrix notation.

This chapter considers point-to-point MIMO communication systems with channel state information (CSI) at both sides of the link (cf. Section 18.2). For the case of no CSI at the transmitter, a great number of techniques have also been proposed in the literature which can globally referred to as space-time coding [1, 7, 8].

MIMO systems are not just mathematically more involved than SISO systems but also conceptually different and more complicated. Several substreams are typically established in MIMO channels (so-called multiplexing property [9]), whereas SISO channels can only support a single substream of information. It is this increase of dimensionality that makes the mathematical notation more involved, in the sense that the manipulation of scalar quantities becomes a vector-matrix manipulation. In addition, the existence of several substreams, each with its own quality, makes the definition of a global measure of the system quality very difficult; as a consequence, different design criteria have been pursued in the literature (cf. Section 18.2). In fact, such a problem is a multiobjective optimization problem characterized by not having just optimal solutions (as happens in single-objective optimization problems) but a set of Pareto-optimal solutions\(^1\) [10]. Although to fully characterize such a problem, the Pareto-optimal set should be obtained, it is generally more convenient to use a single measure of the system quality to simplify the characterization.

Theoretically, the design of MIMO systems with CSI at both sides of the link has been known since 1948, when Shannon, in his ground-breaking paper [11], defined the concept of channel capacity—the maximum reliably achievable rate—and obtained the capacity-achieving signaling strategy. In particular, for a given realization of a MIMO channel, the optimal transmission is given by a Gaussian

\(^1\)A Pareto-optimal solution is defined as any solution that cannot be improved with respect to any component without worsening the others [10].
signaling with a water-filling power profile over the channel eigenmodes [2, 3, 12]. From a more practical standpoint, however, the ideal Gaussian codes are substituted with practical constellations (such as QAM constellations) and coding schemes. To simplify the study of such a system, it is customary to divide it into an uncoded part, which transmits symbols drawn from some constellations, and a coded part that builds upon the uncoded system. Although the ultimate system performance depends on the combination of both parts (in fact, for some systems, such a division does not apply), it is convenient to consider the uncoded and coded parts independently to simplify the analysis and design. The focus of this chapter is on the uncoded part of the system and, specifically, on the employment of linear transceivers (composed of a linear precoder at the transmitter and a linear equalizer at the receiver) for complexity reasons.²

Hence, the problem faced when designing a MIMO system not only lies on the design itself but also on the choice of the appropriate measure of the system quality (which may depend on the application at hand and/or on the type of coding used on top of the uncoded system). The traditional results existing in the literature have dealt with the problem from a narrow perspective (due to the complexity of the problem); the basic approach has been to choose a measure of quality of the system sufficiently simple such that the problem can be analytically solved. Recent results have considered more elaborated and meaningful measures of quality. In the sequel, a unified framework for the systematic design of linear MIMO transceivers is developed.

This chapter is structured as follows. Section 18.2 gives an overview of the classical and recent results existing in the literature. After describing the signal model in Section 18.3, the general problem to be addressed is formulated in Section 18.4. Then, Section 18.5 gives the optimal receiver and Section 18.6 obtains the main result of this chapter: the unified framework for the optimization of the transmitter under different criteria. Section 18.7 addresses the issue of the diagonal/nondiagonal structure of the optimal transmission. Several illustrative examples are considered in detail in Section 18.8. The extension of the results to multiple MIMO channels is described in Section 18.9. Some numerical results are given in Section 18.10 to exemplify the application of the developed framework. Finally, Section 18.11 summarizes the main results of the chapter.

The following notation is used. Boldface uppercase letters denote matrices, boldface lowercase letters denote column vectors, and italics denote scalars. \( \mathbb{R}^{m \times n} \) and \( \mathbb{C}^{m \times n} \) represent the set of \( m \times n \) matrices with real- and complex-valued entries, respectively. The superscripts \((\cdot)^T\), \((\cdot)^*\), and \((\cdot)^H\) denote transpose, complex conjugate, and Hermitian operations, respectively. \([X]_{i,j}\) (also \([X]_{ij}\)) denotes the \((i, j)\)th element of matrix \(X\). \(\text{Tr}(\cdot)\) and \(\text{det}(\cdot)\) denote the trace and determinant of a matrix, respectively. A block-diagonal matrix with diagonal blocks given by the set \(\{X_k\}\) is denoted by \(\text{diag}(\{X_k\})\). The operator \((x)^+ \triangleq \max(0, x)\) is the projection onto the nonnegative orthant.

²The choice of linear transceivers is also supported by their optimality from an information-theoretic viewpoint.
18.2. Historical overview of MIMO transceivers

The design of linear MIMO transceivers has been studied since the 1970s where cable systems were the main application [13, 14]. Initially, since the problem is very complicated, it was tackled by optimizing easily tractable cost function as a measure of the system quality such as the sum of the mean square error (MSE) of all channel substreams or, equivalently, the trace of the MSE matrix [6, 13, 14, 15]. Others examples include the minimization of the weighted trace of the MSE matrix [16], the minimization of the determinant of the MSE matrix [17], and the maximization of the signal-to-interference-plus-noise ratio (SINR) criterion with a zero-forcing (ZF) constraint [6]. Some criteria were considered under a peak power constraint in [18].

For these criteria, the original complicated design problem is greatly simplified because the channel turns out to be diagonalized by the optimal transmit-receive processing and the transmission is effectively performed on a diagonal or parallel fashion. The diagonal transmission allows a scalarization of the problem (meaning that all matrix equations are substituted with scalar ones) with the consequent simplification. In light of the optimality of the diagonal structure for transmission in all the aforementioned examples (including the capacity-achieving solution [3, 12, 19]), one may expect that the same holds for other criteria as well.

In [20], a general unifying framework was developed that embraces a wide range of different design criteria; in particular, the optimal design was obtained for the family of Schur-concave and Schur-convex cost functions which arise in majorization theory [21]. Interestingly, this framework gives a clear answer to the question of when the diagonal transmission is optimal.

However, rather than the MSE or the SINR, the ultimate performance of a system is given by the bit error rate (BER), which is more difficult to handle. In [22], the minimization of the BER (and also of the Chernoff upper bound) averaged over the channel substreams was treated in detail when a diagonal structure is imposed. Recently, the minimum BER design without the diagonal structure constraint has been independently obtained in [20, 23], resulting in an optimal nondiagonal structure. This result, however, only applies when the constellations used in all channel substreams are equal (in which case the cost function happens to be Schur-convex [20]). The general case of different constellations is much more involved (in such a case, the cost function is neither Schur-convex nor Schur-concave) and was solved in [24] via a primal decomposition approach.

There are two natural extensions of the existing results on point-to-point MIMO transceivers: to the case of imperfect CSI and to the multiuser scenario. With imperfect CSI (due, e.g., to estimation errors), robust transceivers are necessary to cope with the uncertainty. The existing results along this line are very few and further work is still needed; some results were obtained in [25, 26] with a worst-case robust approach and in [27, 28] with a stochastic robust approach (see also [29] for a combination of space-time coding with linear precoding). Regarding the extension to the multiuser scenario, the existing results are very scarce: in
[30], a suboptimal joint design of the transmit-receive beamforming and power allocation in a wireless network was proposed; and, in [31], the optimal MIMO transceiver design in a multiple-access channel was obtained in terms of minimizing the sum of the MSEs of all the substreams and of all users (a similar approach was employed in [32] for a broadcast channel). Iterative single-user methods have also been applied to the multiuser case with excellent performance [33, 34].

In the sequel, the problem of linear MIMO transceiver design is formulated and solved in a very general way for an arbitrary cost function as a measure of the system quality. The design can then be approached from a unified perspective that provides great insight into the problem and simplifies it. The key step is in reformulating the originally nonconvex problem in convex form after some manipulations based on majorization theory [21]. The simplified problem can then be addressed under the powerful framework of convex optimization theory [35, 36], in which a great number of interesting design criteria can be easily accommodated and efficiently solved even though closed-form expressions may not exist.

### 18.3. System model

The signal model corresponding to a transmission through a general MIMO communication channel with $n_T$ transmit and $n_R$ receive dimensions is

$$y = Hs + n,$$  \quad (18.1)

where $s \in \mathbb{C}^{n_T \times 1}$ is the transmitted vector, $H \in \mathbb{C}^{n_R \times n_T}$ is the channel matrix, $y \in \mathbb{C}^{n_R \times 1}$ is the received vector, and $n \in \mathbb{C}^{n_R \times 1}$ is a zero-mean circularly symmetric complex Gaussian interference-plus-noise vector with arbitrary covariance matrix $R_n$.

The transmitted vector can be written as (see Figure 18.2)

$$s = Bx,$$  \quad (18.2)

where $B \in \mathbb{C}^{n_T \times L}$ is the transmit matrix (precoder) and $x \in \mathbb{C}^{L \times 1}$ is the data vector that contains the $L$ symbols to be transmitted (zero mean, normalized and uncorrelated, that is, $\mathbb{E}[xx^H] = I$) drawn from a set of constellations. For the sake

---

3If a constellation does not have zero mean, the receiver can always remove the mean and then proceed as if the mean was zero, resulting in a loss of transmitted power. Indeed, the mean of the signal does not carry any information and can always be set to zero saving power at the transmitter.
of notation, it is assumed that $L \leq \min(n_R, n_T)$. The total average transmitted power (in units of energy per transmission) is

$$P_T = \mathbb{E}[\|s\|^2] = \text{Tr}(BB^H).$$ (18.3)

Similarly, the estimated data vector at the receiver is (see Figure 18.2)

$$\hat{x} = A^H y,$$ (18.4)

where $A^H \in \mathbb{C}^{L \times n_R}$ is the receive matrix (equalizer).

It is interesting to observe that the $i$th column of $B$ and $A$, $b_i$ and $a_i$, respectively, can be interpreted as the transmit and receive beam vectors, respectively, associated to the $i$th transmitted symbol $x_i$:

$$\hat{x}_i = a^H_i (Hb_i x_i + n_i),$$ (18.5)

where $n_i = \sum_{j \neq i} Hb_j x_j + n$ is the equivalent noise seen by the $i$th substream, with covariance matrix $R_{n_i} = \sum_{j \neq i} Hb_j b^H_j H^H + R_n$.

It is worth noting that in some particular scenarios such as in multicarrier systems, although the previous signal model can be directly applied by properly defining the channel matrix $H$ as a block-diagonal matrix containing the channel at each carrier, it may also be useful to model the system as a set of parallel and noninterfering MIMO channels (cf. Section 18.9).

### 18.3.1. Measures of quality

The quality of the $i$th established substream or link in (18.5) can be conveniently measured, among others, in terms of MSE, SINR, or BER, defined, respectively, as

$$\text{MSE}_i \triangleq \mathbb{E}[|\hat{x}_i - x_i|^2] = |a^H_i Hb_i - 1|^2 + a^H_i R_{n_i} a_i,$$ (18.6)

$$\text{SINR}_i \triangleq \frac{\text{desired component}}{\text{undesired component}} = \frac{|a^H_i Hb_i|^2}{a^H_i R_{n_i} a_i},$$ (18.7)

$$\text{BER}_i \triangleq \frac{\# \text{ bits in error}}{\# \text{ transmitted bits}} \approx \tilde{g}_i(\text{SINR}_i),$$ (18.8)

where $\tilde{g}_i$ is a function that relates the BER to the SINR at the $i$th substream. For most types of modulations, the BER can indeed be analytically expressed as a function of the SINR when the interference-plus-noise term follows a Gaussian distribution [37, 38, 39]; otherwise, it is an approximation (see [24] for a more detailed discussion). For example, for square $M$-ary QAM constellations, the BER is [37, 39]

$$\text{BER}(\text{SINR}) \approx \frac{4}{\log_2 M} \left( 1 - \frac{1}{\sqrt{M}} \right) Q \left( \sqrt{\frac{3}{M - 1} \text{SINR}} \right),$$ (18.9)
Figure 18.3. Independent detection of the substreams after the joint linear processing with matrix $A$.

where $Q$ is the $Q$-function defined as $Q(x) \triangleq \left(\frac{1}{\sqrt{2\pi}}\right) \int_{x}^{\infty} e^{-\lambda^2/2} d\lambda$ [38]. It is sometimes convenient to use the Chernoff upper bound of the tail of the Gaussian distribution function $Q(x) \leq (1/2)e^{-x^2/2}$ [38] to approximate the symbol error probability (which becomes a reasonable approximation for high values of the SINR).

It is worth pointing out that expressing the BER as in (18.8) implicitly assumes that the different links are independently detected after the joint linear processing with the receive matrix $A$ (see Figure 18.3). This reduces the complexity drastically compared to a joint maximum-likelihood (ML) detection and is indeed the main advantage of using the receive matrix $A$.

Any properly designed system should attempt to somehow minimize the MSEs, maximize the SINRs, or minimize the BERs, as is mathematically formulated in the next section.

18.4. General problem formulation

The problem addressed in this chapter is the optimal design of a linear MIMO transceiver (matrices $A$ and $B$) as a tradeoff between the power transmitted and the quality achieved. To be more specific, the problem can be formulated as the minimization of some cost function $f_0$ of the MSEs in (18.6), which measures the system quality (a smaller value of $f_0$ means a better quality), subject to a transmit power constraint [20, 40]:

$$\min_{A,B} f_0(\{\text{MSE}_i\})$$

subject to

$$\text{Tr}(BB^H) \leq P_0 \tag{18.10}$$

or, conversely, as the minimization of the transmit power subject to a constraint on the quality of the system:

$$\min_{A,B} \text{Tr}(BB^H)$$

subject to

$$f_0(\{\text{MSE}_i\}) \leq \alpha_0 \tag{18.11}$$

where $P_0$ and $\alpha_0$ denote the maximum values for the power and for the cost function, respectively.

---

$^4$The complementary error function is related to the $Q$-function as $\text{erfc}(x) = 2Q(\sqrt{2}x)$ [38].
The cost function $f_0$ is an indicator of how well the system performs and should be properly selected for the problem at hand. In principle, any function can be used to measure the system quality as long as it is strictly increasing in each argument. Note that the increasingness of $f_0$ is a mild and completely reasonable assumption: if the quality of one of the substream improves while the rest remain unchanged, any reasonable function should properly reflect this difference.

The problem formulations in (18.10) and (18.11) are in terms of a cost function of the MSEs; however, similar design problems can be straightforwardly formulated with cost functions of the SINRs and of the BERs (when using cost functions of the BERs, it is implicitly assumed that the constellations have already been chosen such that (18.8) can be employed).

Alternatively, it is also possible to consider independent constraints on each of the links rather than a global measure of the quality [26, 40]:

$$\min_{A, B} \text{Tr} (BB^H) \quad \text{s.t.} \quad \text{MSE}_i \leq \rho_i, \quad 1 \leq i \leq L, \quad (18.12)$$

where $\rho_i$ denotes the maximum MSE value for the $i$th substream. Constraints in terms of SINR and BER can be similarly considered. Note that the solution to problem (18.12) allows a more detailed characterization of the fundamental multiobjective nature of the problem [10]; it allows, for example, to compute the exact region of achievable MSEs for a given power budget.

For the sake of space, this chapter focuses on the power-constrained problem in (18.10). The quality-constrained problem in (18.11), however, is so closely related that the results obtained also hold for this problem (in particular, Theorem 18.1 holds for problem (18.11)). Problem (18.12) is mathematically more involved and the interested reader is referred to [24, 26, 40].

If fact, since problems (18.10) and (18.11) characterize the same strictly monotonic tradeoff curve of power versus quality, each of them can be easily solved by iteratively solving the other one using, for example, the bisection method [35, Algorithm 4.1].

### 18.5. Receiver design

The receive matrix $A$ can be easily optimized for a given fixed transmit matrix $B$. In principle, the optimal receive matrix may depend on the specific choice of the cost function $f_0$. However, it turns out that the optimal solution is independent of $f_0$ as is now briefly described (for more details, the reader is referred to [20, 40]).

It will be notationally convenient to define the MSE matrix as

$$E \triangleq \mathbb{E}[(\hat{x} - x)(\hat{x} - x)^H] = (A^HHB - I)(B^HA - I) + A^HR_nA \quad (18.13)$$

from which the MSE of the $i$th link is obtained as the $i$th diagonal element of $E$, that is, $\text{MSE}_i = [E]_{ii}$. 
The minimization of the MSE of a substream with respect to the receive matrix $\mathbf{A}$ (for a fixed transmit matrix $\mathbf{B}$) does not incur any penalty on the other substreams (see, e.g., (18.5) where $a_i$ only affects $\hat{x}_i$); in other words, there is no tradeoff among the MSEs and the problem decouples. Therefore, it is possible to minimize simultaneously all MSEs and this is precisely how the well-known linear minimum MSE (MMSE) receiver, also termed Wiener filter, is obtained [41] (see also [20, 26]). If the additional ZF constraint $\mathbf{A}^H \mathbf{H} \mathbf{B} = \mathbf{I}$ is imposed to avoid crosstalk among the substreams (which may happen with the MMSE receiver), then the well-known ZF receiver is obtained [40]. Interestingly, the MMSE and ZF receivers are also optimum in the sense that they maximize simultaneously all SINRs and, consequently, minimize simultaneously all BERs (cf. [20, 40]).

The MMSE and ZF receivers can be compactly written as

$$\mathbf{A} = \mathbf{R}_n^{-1} \mathbf{H} (\nu \mathbf{I} + \mathbf{B}^H \mathbf{H}^H \mathbf{R}_n^{-1} \mathbf{H})^{-1},$$

(18.14)

where $\nu$ is a parameter defined as

$$\nu \triangleq \begin{cases} 1 & \text{for the MMSE receiver}, \\ 0 & \text{for the ZF receiver}. \end{cases}$$

(18.15)

The MSE matrix reduces then to the following concentrated MSE matrix:

$$\mathbf{E} = (\nu \mathbf{I} + \mathbf{B}^H \mathbf{R}_H \mathbf{B})^{-1},$$

(18.16)

where $\mathbf{R}_H \triangleq \mathbf{H}^H \mathbf{R}_n^{-1} \mathbf{H}$ is the squared whitened channel matrix.

18.5.1. Relation among different measures of quality

It is convenient now to relate the different measures of quality, namely, MSE, SINR, and BER, to the concentrated MSE matrix in (18.16).
From the definition of MSE matrix, the individual MSEs are given by the diagonal elements:

$$\text{MSE}_i = \left[ (\nu I + B^H R H B)^{-1} \right]_{ii}. \quad (18.17)$$

It turns out that the SINRs and the MSEs are trivially related when using the MMSE or ZF receivers as [20, 26, 40]

$$\text{SINR}_i = \frac{1}{\text{MSE}_i} - \nu. \quad (18.18)$$

Finally, the BERs can also be written as a function of the MSEs:

$$\text{BER}_i = g_i(\text{MSE}_i) \triangleq \tilde{g}_i(\text{SINR}_i = \text{MSE}_i^{-1} - \nu), \quad (18.19)$$

where $\tilde{g}_i$ was defined in (18.8).

It is important to remark that the BER functions $\tilde{g}_i$ are convex decreasing in the SINR and the BER functions $g_i$ are convex increasing in the MSE for sufficiently small values of the argument (see Figure 18.4) [20, 40] (this last property will be key when proving later in Section 18.8.2 that the average BER function is Schur-convex). As a rule of thumb, the BER as a function of the MSE is convex for a BER less than $2 \times 10^{-2}$ (this is a mild assumption, since practical systems have in general a smaller uncoded BER5); interestingly, for BPSK and QPSK constellations, the BER function is always convex [20, 40].

Summarizing, the MMSE and ZF receivers have been obtained as the optimum solution in the sense of minimizing the MSEs, maximizing the SINRs, and minimizing the BERs. In addition, since the SINR and the BER can be expressed as a function of the MSE, (18.18) and (18.19), it suffices to focus on cost functions of the MSEs without loss of generality.

### 18.6. Transmitter design

Now that the MMSE and ZF receivers have been obtained as optimal solutions, the main problem addressed in this chapter can be finally formulated: the optimization of the transmit matrix $B$ for an arbitrary cost function of the MSEs (recall that cost functions of the SINRs and BERs can always be reformulated as functions of the MSEs).

**Theorem 18.1.** The following complicated nonconvex constrained optimization problem:

$$\min_B f_0 \left( \left[ (\nu I + B^H R H B)^{-1} \right]_{ii} \right)$$

s.t. \quad $\text{Tr}(B^H B) \leq P_0,$

$$\quad (18.20)$$

Given an uncoded bit error probability of at most $10^{-2}$ and using a proper coding scheme, coded bit error probabilities with acceptable low values such as $10^{-6}$ can be obtained.
where $f_0 : \mathbb{R}^L \to \mathbb{R}$ is an arbitrary cost function (increasing in each argument and minimized when the arguments are sorted in decreasing order\(^6\)), is equivalent to the simple problem

$$\min_{\mathbf{p}, \rho} f_0(\rho_1, \ldots, \rho_L)$$

subject to

$$\sum_{j=1}^{L} \frac{1}{\nu + p_j \lambda_{H,j}} \leq \sum_{j=1}^{L} \rho_j, \quad 1 \leq i \leq L,$$

$$\rho_i \geq \rho_{i+1},$$

$$\sum_{j=1}^{L} p_j \leq P_0,$$

$$p_i \geq 0,$$

$$\lambda_{H,i} \geq \lambda_{H,i+1} \text{ and } \rho_{L+1} \triangleq 0.$$  \hspace{1cm} (18.21)

where the $\lambda_{H,i}$’s are $L$ largest eigenvalues of $\mathbf{R}_H$ sorted in increasing order $\lambda_{H,i} \leq \lambda_{H,i+1}$ and $\rho_{L+1} \triangleq 0$. Furthermore, if $f_0$ is a convex function, problem (18.21) is convex and the ordering constraint $\rho_i \geq \rho_{i+1}$ can be removed.

More specifically, the optimal solution to problem (18.20) is given by

$$\mathbf{B} = \mathbf{U}_{H,1} \Sigma_{\mathbf{B}} \mathbf{Q},$$  \hspace{1cm} (18.22)

where $\mathbf{U}_{H,1} \in \mathbb{C}^{n_T \times L}$ is a (semi-)unitary matrix that has as columns the eigenvectors of $\mathbf{R}_H$ corresponding to the $L$ largest eigenvalues in increasing order, $\Sigma_{\mathbf{B}} = \text{diag}(\sqrt{\nu_i}) \in \mathbb{R}^{L \times L}$ is a diagonal matrix with the optimal power allocation $\{\nu_i\}$ obtained as the solution to problem (18.21), and $\mathbf{Q}$ is a unitary matrix such that $[(\nu \mathbf{I} + \mathbf{B}^H \mathbf{R}_H \mathbf{B})^{-1}]_{ii} = \rho_i$ for $1 \leq i \leq L$ (see [42, Section IV-A] for a practical algorithm to obtain $\mathbf{Q}$).

In addition, the optimal solution can be further characterized for two particular cases of cost functions.

(i) If $f_0$ is Schur-concave, then an optimal solution is

$$\mathbf{B} = \mathbf{U}_{H,1} \Sigma_{\mathbf{B}},$$  \hspace{1cm} (18.23)

(ii) If $f_0$ is Schur-convex, then an optimal solution is

$$\mathbf{B} = \mathbf{U}_{H,1} \Sigma_{\mathbf{B}} \mathbf{Q},$$  \hspace{1cm} (18.24)

where $\mathbf{Q}$ is a unitary matrix such that $[(\nu \mathbf{I} + \mathbf{B}^H \mathbf{R}_H \mathbf{B})^{-1}]_{ii} = \rho_i$ for $1 \leq i \leq L$ and $\mathbf{Q}$ has identical diagonal elements. This rotation matrix $\mathbf{Q}$ can be computed with the algorithm in [42, Section IV-A], as well as with any unitary matrix that satisfies $||\mathbf{Q}||_k = ||\mathbf{Q}||_l$, for all $i, k, l$ such as the unitary discrete Fourier transform (DFT) matrix or the unitary

---

\(^6\)In practice, most cost functions are minimized when the arguments are in a specific ordering (if not, one can always use instead the function $\tilde{f}_0(\mathbf{x}) = \min_{\mathbf{P} \in \mathcal{P}} f_0(\mathbf{P}\mathbf{x})$, where $\mathcal{P}$ is the set of all permutation matrices) and, hence, the decreasing ordering can be taken without loss of generality.
Hadamard matrix (when the dimensions are appropriate such as a power of two [38, page 66]).

Proof. The key simplification from (18.20) to (18.21) is based on an appropriate change of variable based on majorization theory [21]. A sketch of the proof is given in the appendix (see [20, 40] for details). □

Note that Theorem 18.1 is a generalization of previous results [20, 40] which only considered Schur-concave and Schur-convex functions.

Some comments on Theorem 18.1 are in order.

(i) The main result is in the simplification of the original complicated problem (18.20) with a matrix-valued variable to the simple problem (18.21) with a set of scalar variables that represent a power allocation over the channel eigenvalues. In other words, the problem has been scalarized in the sense that no matrix appears.

(ii) As stated in the theorem, when \( f_0 \) is a convex function, then the simplified problem (18.21) is convex. This has tremendous consequences, since the problem can always be optimally solved using the existing tools in convex optimization theory, either in closed-form (using the Karush-Kuhn-Tucker optimality conditions) or at least numerically (using very efficient algorithms recently developed such as interior-point methods) [35, 36]. Furthermore, additional constraints on the design can be easily incorporated without affecting the solvability of the problem as long as they are convex (cf. [20, 40]).

(iii) For Schur-concave/convex cost functions, the problem (18.21) is extremely simplified (cf. Sections 18.6.1 and 18.6.2) and in most cases closed-form solutions can be obtained (see Section 18.8 for a list of Schur-concave/convex cost functions and for a detailed treatment of two interesting cases such as the minimization of the average BER and the optimization of the worst substream).

(iv) The sets of Schur-concave and Schur-convex functions do not form a partition of the set of all functions as illustrated in Figure 18.5. This means that there may be cost functions that are neither Schur-concave nor Schur-convex (cf. Section 18.8.2). On the other hand, there are cost functions that are both Schur-concave and Schur-convex, such as \( \text{Tr}(E) \), and admit any rotation matrix \( Q \) [40].
(v) Surprisingly, for Schur-convex cost functions \( f_0 \), the optimal solution to the original problem (18.20) is independent of the specific choice of \( f_0 \) (cf. Section 18.6.2), as opposed to Schur-concave cost functions, whose solution depends on the particular choice of \( f_0 \).

(vi) As is explained in detail in Section 18.7, for Schur-concave functions, the optimal transmission is fully diagonal, whereas for Schur-convex functions, it is not due to the additional rotation matrix \( Q \) (see Figure 18.6).

(vii) For the simple case in which a single substream is established, that is, \( L = 1 \), the result in Theorem 18.1 simply means that the eigenmode with highest gain should be used.

### 18.6.1. Schur-concave cost functions

For Schur-concave cost functions, since the optimal rotation is \( Q = I \) (from Theorem 18.1), the MSEs are given by

\[
MSE_i = \frac{1}{\nu + p_i \lambda_{H,i}}, \quad 1 \leq i \leq L
\]  

(18.25)

and the original optimization problem (18.20) can be finally written as

\[
\min_p f_0 \left( \left\{ \frac{1}{\nu + p_j \lambda_{H,j}} \right\}_i \right) \\
\text{s.t.} \quad \sum_{j=1}^{L} p_j \leq P_0, \\
p_i \geq 0, \quad 1 \leq i \leq L.
\]  

(18.26)

The solution to problem (18.26) clearly depends on the particular choice of \( f_0 \).

### 18.6.2. Schur-convex cost functions

For Schur-convex cost functions, since the diagonal elements of \( E \) are equal at the optimal solution (from Theorem 18.1), the MSEs are given by

\[
MSE_i = \frac{1}{L} \text{Tr}(E) = \frac{1}{L} \sum_{j=1}^{L} \frac{1}{\nu + p_j \lambda_{H,j}}, \quad 1 \leq i \leq L
\]  

(18.27)

and the original optimization problem (18.20) can be finally written as

\[
\min_p \frac{1}{L} \sum_{j=1}^{L} \frac{1}{\nu + p_j \lambda_{H,j}} \\
\text{s.t.} \quad \sum_{j=1}^{L} p_j \leq P_0, \\
p_i \geq 0, \quad 1 \leq i \leq L.
\]  

(18.28)
Figure 18.6. Scheme of diagonal and nondiagonal (due to the rotation) transmissions: (a) diagonal transmission and (b) nondiagonal (diagonal + rotation) transmission.

Surprisingly, this simplified problem for Schur-convex functions does not depend on the cost function \( f_0 \). The reason is that all the MSEs are equal and \( f_0 \) is increasing in each argument; consequently, minimizing the cost function is equivalent to minimizing the equal arguments given by (18.27). In addition, problem (18.28) is solved by the following water-filling solution:

\[
p_i = \left( \mu \lambda_{H,i}^{-1/2} - \nu \lambda_{H,i}^{-1} \right)^+, \quad 1 \leq i \leq L,
\]

where \( \mu \) is the water level chosen such that \( \sum_i p_i = P_0 \) (see [43] for practical implementation of water-filling expressions). Note that for the ZF receiver (\( \nu = 0 \)), the water-filling solution (18.29) simplifies to \( p_i = P_0 \lambda_{H,i}^{-1/2} / \sum_j \lambda_{H,j}^{-1/2} \).

It is interesting to remark that problem (18.28) is equivalent to the minimization of the trace of the MSE matrix. Hence, among the infinite solutions that minimize \( \text{Tr}(E) \), only that which yields equal diagonal elements in \( E \) is the optimal solution for a Schur-convex objective function (which is obtained in fact with the water-filling solution in (18.29) and the rotation \( Q \) as described in Theorem 18.1).
18.7. Diagonal versus nondiagonal transmission

To better understand the underlying structure of the communication when using an MMSE/ZF receiver and a transmitter of the form $B = U H,1 \Sigma B$, write the global transmit-receive process $\hat{x} = A^H(Bx + n)$ as

$$\hat{x} = Q^H(v I + \Sigma_B^H D_{H,1} \Sigma_B)^{-1} \Sigma_B^H D_{H,1}^{1/2} (D_{H,1}^{1/2} \Sigma_B Q x + w), \quad (18.30)$$

where $w$ is an equivalent white noise and $D_{H,1} = U_{H,1}^H R_{H} U_{H,1}$ is the diagonalized squared whitened channel matrix. For the ZF receiver ($v = 0$), the previous expression simplifies to

$$\hat{x} = x + Q^H (\Sigma_B^H D_{H,1} \Sigma_B)^{-1/2} w \quad (18.31)$$

which clearly satisfies the condition $A^H B = I$ (by definition) but has, in general, a correlated noise among the substreams. In other words, when using the ZF receiver, the global transmission is not really diagonal or parallel since the noise is colored.

Interestingly, having a fully diagonal or parallel transmission does not depend on whether the ZF or the MMSE receivers are used, but on the choice of the rotation $Q$ (see Figure 18.6). Indeed, by setting $Q = I$, the global transmit-receive process is fully diagonalized:

$$\hat{x} = (v I + \Sigma_B^H D_{H,1} \Sigma_B)^{-1} \Sigma_B^H D_{H,1}^{1/2} (D_{H,1}^{1/2} \Sigma_B x + w) \quad (18.32)$$

which can be rewritten as

$$\hat{x}_i = \alpha_i \left( \sqrt{\rho_i \lambda_{H,i}} x_i + w_i \right), \quad 1 \leq i \leq L, \quad (18.33)$$

where $\alpha_i = \sqrt{\rho_i \lambda_{H,i}} / (v + \rho_i \lambda_{H,i})$ (see Figure 18.6 with $\lambda_i \triangleq \lambda_{H,i}$). Note that when $Q = I$, the MMSE receiver also results in a diagonal transmission (which is never the case in the traditional approach where only the receiver is optimized).

18.8. Examples

The following list of Schur-concave and Schur-convex functions, along with the corresponding closed-form solutions, illustrates how powerful is the unifying framework developed in Theorem 18.1 (see [20, 40] for a detailed treatment of each case).

The following are examples of Schur-concave functions (when expressed as functions of the MSEs) for which the diagonal transmission is optimal:

(i) minimization of the sum of the MSEs or, equivalently, of $\text{Tr}(E)$ [6, 15] with solution $p_i = (\mu \lambda_{H,i}^{-1/2} - v \lambda_{H,i}^{-1})^+$,
(ii) minimization of the weighted sum of the MSEs or, equivalently, of \( \text{Tr}(WE) \) [16], where \( W = \text{diag}(\{w_i\}) \) is a diagonal weighting matrix, with solution \( p_i = (\mu w_i^{1/2} \lambda_{H,i}^{-1/2} - \nu \lambda_{H,i}^{-1})^+ \);

(iii) minimization of the (exponentially weighted) product of the MSEs with solution \( p_i = (\mu w_i \lambda_{H,i}^{-1})^+ \);

(iv) minimization of \( \text{det}(E) \) [17] with solution \( p_i = (\mu - \nu \lambda_{H,i}^{-1})^+ \);

(v) maximization of the mutual information, for example, [12], with solution \( p_i = (\mu - \lambda_{H,i}^{-1})^+ \);

(vi) maximization of the (weighted) sum of the SINRs with solution given by allocating all the power on the channel eigenmode with highest weighted gain \( w_i \lambda_{H,i} \);

(vii) maximization of the (exponentially weighted) product of the SINRs with solution \( p_i = P_0 w_i / \sum_j w_j \) (for the unweighted case, it results in a uniform power allocation).

The following are examples of Schur-convex functions for which the optimal transmission is nondiagonal with solution given by \( p_i = (\mu \lambda_{H,i}^{-1/2} - \nu \lambda_{H,i}^{-1})^+ \) plus the rotation \( Q \):

(i) minimization of the maximum of the MSEs;

(ii) maximization of the minimum of the SINRs;

(iii) maximization of the harmonic mean of the SINRs;\(^7\)

(iv) minimization of the average BER (with equal constellations);

(v) minimization of the maximum of the BERs.

In the following, two relevant examples (with an excellent performance in practice) are considered to illustrate how easily linear MIMO transceivers can be designed with the aid of Theorem 18.1.

**18.8.1. Optimization of the worst substream**

The optimization of the worst substream can be formulated, for example, as the minimization of the maximum MSE:

\[
\min_{A,B} \max_i \{ \text{MSE}_i \} \tag{18.34}
\]

which coincides with the minimization of the maximum BER if equal constellations are used. The optimal receive matrix is given by (18.14) and the problem reduces then to

\[
\min_B \max_i \left\{ \left[ (\nu I + B^H R_H B)^{-1} \right]_{ii} \right\} \tag{18.35}
\]

s.t. \( \text{Tr} (BB^H) \leq P_0 \).

\(^7\)For the ZF receiver, the maximization of the harmonic mean of the SINRs is equivalent to the minimization of the unweighted sum of the MSEs, which can be classified as both Schur-concave and Schur-convex (since it is invariant to rotations).
Theorem 18.1 can now be invoked noting that $f_0(x) = \max_i \{x_i\}$ is a Schur-convex function [20, 40] (if $y$ majorizes $x$, it must be that $x_{\text{max}} \leq y_{\text{max}}$ from the definition of majorization [21, 1.A.1] and, therefore, $f_0(x) \leq f_0(y)$ which is precisely the definition of Schur-convexity [21, 3.A.1]). Hence, the final problem to be solved is (18.28) with solution given by (18.29) (recall that the rotation matrix $Q$ is needed in this case as indicated in Theorem 18.1).

In light of Theorem 18.1 and the Schur-convexity of the cost function, it is now clear that the optimal transmission is nondiagonal (cf. Sections 18.6.2 and 18.7). However, one can still impose such a structure and solve the original problem in a suboptimal way. The transmit matrix would then be $B = UH_{11} \Sigma_B$ and the problem to be solved in convex form:

\[
\begin{align*}
\min_{p} & \quad t \\
\text{s.t.} & \quad t \geq \frac{1}{v + p_i \lambda_{H,i}} \quad 1 \leq i \leq L \\
& \quad \sum_{j=1}^{L} p_j \leq P_0 \\
& \quad p_i \geq 0
\end{align*}
\]  \(18.36\)

with solution given by $p_i = P_0 \lambda_{H,i}^{-1} / \sum_j \lambda_{H,j}^{-1}$.

### 18.8.2. Minimization of the average BER

The average (uncoded) BER is a good measure of the uncoded part of a system. Hence, its minimization may be regarded as an excellent (if not the best) criterion:

\[
\min_{A,B} \frac{1}{L} \sum_{i=1}^{L} g_i(\text{MSE}_i),
\]  \(18.37\)

where the functions $g_i$ were defined in (18.19) and characterized as convex functions (see Figure 18.4). The optimal receive matrix is given by (18.14) and the problem reduces then to

\[
\begin{align*}
\min_{B} & \quad \frac{1}{L} \sum_{i=1}^{L} g_i\left(\left[(vI + B^H R_H B)^{-1}\right]_{ii}\right) \\
\text{s.t.} & \quad \text{Tr}(BB^H) \leq P_0.
\end{align*}
\]  \(18.38\)

Theorem 18.1 can now be invoked and the problem simplifies to the following
convex problem (provided that the constellations are chosen with increasing cardinality):

\[
\begin{align*}
\min_{\mathbf{p}, \mathbf{\rho}} & \quad \frac{1}{L} \sum_{i=1}^{L} g_i(\rho_i) \\
\text{s.t.} & \quad \sum_{j=i}^{L} \frac{1}{\nu + p_j \lambda_{H,j}} \leq \sum_{j=i}^{L} \rho_j, \quad 1 \leq i \leq L, \\
& \quad \sum_{j=1}^{L} p_j \leq P_0, \\
& \quad p_i \geq 0.
\end{align*}
\] (18.39)

This particular problem was extensively treated in [24] via a primal decomposition approach which allowed the resolution of the problem with extremely simple algorithms (rather than using general purpose iterative algorithms such as interior-point methods).

In the particular case in which the constellations used in the \( L \) substreams are equal, the average BER cost function turns out to be Schur-convex since it is the sum of identical convex functions [21, 3.H.2]. Hence, the final problem to be solved is again (18.28) with solution given by (18.29) (recall that the rotation matrix \( \mathbf{Q} \) is needed in this case as indicated in Theorem 18.1). As before, the minimization of the average BER can be suboptimally solved by imposing a diagonal structure.

18.9. Extension to parallel MIMO channels

As mentioned in Section 18.3, some particular scenarios, such as multicarrier systems, may be more conveniently modeled as a communication through a set of parallel MIMO channels

\[ \mathbf{y}_k = \mathbf{H}_k \mathbf{s}_k + \mathbf{n}_k, \quad 1 \leq k \leq N, \] (18.40)

where \( N \) is the number of parallel channels and \( k \) is the channel index.

It is important to remark that a multicarrier system can be modeled, not only as a set of parallel MIMO channels as in (18.40), but also as a single MIMO channel as in (18.1) with \( \mathbf{H} = \text{diag}(\{\mathbf{H}_k\}) \). The difference lies on whether the transceiver operates independently at each MIMO channel as implied by (18.40) (block-diagonal matrices \( \mathbf{B} = \text{diag}(\{\mathbf{B}_k\}) \) and \( \mathbf{A} = \text{diag}(\{\mathbf{A}_k\}) \)) or a global transceiver processes jointly all MIMO channels as a whole as implied by (18.1) (full matrices \( \mathbf{B} \) and \( \mathbf{A} \)).

In the case of a set of \( N \) parallel MIMO channels with a single power constraint per channel, all the results obtained so far for a single MIMO channel clearly hold, since the optimization of a global cost function decouples into a set of \( N \) parallel optimization subproblems (under the mild assumption that the global
cost function $f_0$ depends on each MIMO channel through a subfunction $f_k$, that is, when it is of the form $f_0(\{f_k(x_k)\})$.

When the power constraint is global for the whole set of parallel MIMO channels, as is usually the case in multicarrier systems, the problem formulation in (18.10) becomes

$$\min_{\{A_k, B_k, P_k\}} f_0(\{\text{MSE}_{k,i}\})$$

s.t. $\text{Tr}(B_kB_k^H) \leq P_k, 1 \leq k \leq N,$

$$\sum_{k=1}^{N} P_k \leq P_0.$$ (18.41)

For this problem, the results previously obtained for a single MIMO channel still hold, but some comments are in order.

(i) The optimal receiver and MSE matrix for each of the MIMO channels have the same form as (18.14) and (18.16), respectively.

(ii) Theorem 18.1 still holds for each of the MIMO channels, with the additional complexity that the power $P_k$ used in each of them is also an optimization variable, which has to comply with the global power constraint $\sum_{k=1}^{N} P_k \leq P_0$. In particular, the resulting simplified problem is similar to (18.21) (which is convex provided that the cost function $f_0$ is) and the optimal transmitters have the same form as (18.22). When $f_0$ is Schur-concave/convex on a MIMO channel basis (i.e., when fixing the variables of all MIMO channels except the $k$th one, for all $k$), the simplifications (18.23) and (18.24) of the optimal transmitters are still valid.

(iii) The simplification of the problem for Schur-concave cost functions as described in Section 18.6.1 is still valid. For Schur-convex functions, however, the amazing simplification obtained in Section 18.6.2 is not valid anymore. That is, for multiple MIMO channels with a Schur-convex cost function $f_0$, the solution is not independent of the particular choice of $f_0$ as happened in the single MIMO case (see problem (18.28) and the solution (18.29)); to be more specific, the difference of the solutions is on how the total power is allocated among the MIMO channels.

(iv) The optimal solutions obtained for multiple MIMO channels [20, 40] are, in general, more complicated than the simple water-filling expressions for a single MIMO channel given in Section 18.8. In many cases, the solutions still present a water-filling structure, but with several water levels coupled together [20, 40]. In any case, the numerical evaluation of such water-filling solutions can be implemented very efficiently in practice [43].

**18.10. Numerical results**

The aim of this section is not just to compare the different methods for designing MIMO transceivers, but to show that the design according to most criteria can now be actually solved using the unified framework.

In order to describe the simulation setup easily and since the observations and conclusions remain the same, a very simple model has been used to randomly
generate different realizations of the MIMO channel (for simulations with more realistic wireless multiantenna channel models including spatial and frequency correlation, the reader is referred to [20, 40]). In particular, the channel matrix $H$ has been drawn from a Gaussian distribution with i.i.d. elements of zero mean and unit variance, and the noise has been modeled as white $R_n = \sigma_n^2I$, where $\sigma_n^2$ is the noise power. The SNR is defined as $\text{SNR} = \frac{P_T}{\sigma_n^2}$, which is essentially a measure of the transmitted power normalized with respect to the noise. The performance of the systems is measured in terms of BER averaged over the substreams; to be more precise, the outage BER\(^8\) (over different realizations of $H$) is considered since it is a more realistic measure than the average BER (which only makes sense when the system does not have delay constraints and the duration of the transmission is sufficiently long such that the fading statistics of the channel can be averaged out).

For illustration purposes, four different methods have been simulated: the classical minimization of the sum of the MSEs (SUM-MSE), the minimization of the product of the MSEs (PROD-MSE), the optimization of the worst substream (see Section 18.8.1) or minimization of the maximum of the MSEs (MAX-MSE), and the minimization of the average BER (see Section 18.8.2) or, equivalently, of the sum of the BERs (SUM-BER). Note that the methods SUM-MSE and PROD-MSE correspond to Schur-concave cost functions, whereas the methods MAX-MSE and SUM-BER correspond to Schur-convex ones.

In Figure 18.7, the BER (for a QPSK constellation) is plotted as a function of the SNR for a $4 \times 4$ MIMO channel with $L = 3$ for the cases of ZF and MMSE receivers. The first observation is that the performance of the ZF receiver is basically the same as that of the MMSE receiver thanks to the joint optimization of the transmitter and receiver (as opposed to the typically worse performance of the ZF receiver in the classical equalization setup where only the receiver is optimized). Another observation is that the performance of the methods MAX-MSE and SUM-BER is, as expected, exactly the same because they both correspond to Schur-convex cost functions (cf. Section 18.6.2).

In Figure 18.8, the same scenario is considered but with multiple parallel MIMO channels ($N = 16$) and only for the MMSE receiver. Two different approaches have been taken to deal with the multiple MIMO channels: a joint processing among all channels by modeling them as a whole as in (18.1) and a parallel processing of the channels by modeling them explicitly as parallel MIMO channels as in (18.40) (cf. Section 18.9). The joint processing clearly outperforms the parallel processing; the difference, however, may be as small as 0.5 dB or as large as 2 dB at a BER of $10^{-4}$, for example, depending on the method. Hence, it is not clear whether the increase of complexity of the joint processing is worth (note, however, that the difference of performance increases with the loading factor of the system defined as $L/\min(n_T, n_R)$). With a parallel processing, the methods MAX-MSE and SUM-BER are not equivalent albeit being both Schur-convex, as opposed to a joint processing (cf. Section 18.9).

\(^8\)The outage BER is the BER that is attained with some given probability (when it is not satisfied, an outage event is declared).
It is important to remark that Schur-convex methods are superior to Schur-concave ones (as observed from Figures 18.7 and 18.8). The reason is that Schur-concave methods transmit the symbols on a parallel fashion through the channel eigenmodes (diagonal structure), with the consequent lack of robustness to fading of some of the channel eigenmodes; whereas Schur-convex methods always transmit the symbols in a distributed way through the channels eigenmodes (nondiagonal structure), similar in essence to what CDMA systems do over the frequency domain. Among the Schur-convex methods, the SUM-BER is obviously the best (by definition) in terms of BER averaged over the substreams.

18.11. Summary

This chapter has dealt with the design of linear MIMO transceivers according to an arbitrary measure of the system quality. First, it has been observed that the results existing in the literature are isolated attempts under very specific design criteria such as the minimization of the trace of the MSE matrix. As a consequence, a unified framework has been proposed, which builds upon very recent results, to provide a systematic approach in the design of MIMO transceivers. Such a framework simplifies the original complicated problem to a simple convex problem which can then be tackled with the many existing tools in convex optimization theory (both numerical and analytical). In addition, for the family of Schur-concave/convex
functions, the problem simplifies further and practical solutions are obtained generally with a simple water-filling form.

Appendix

Sketch of the proof of Theorem 18.1

The proof hinges on majorization theory; the interested reader is referred to [21] for definitions and basic results on majorization theory (see also [40] for a brief overview) and to [20, 26, 40] for details overlooked in this sketch of the proof.

To start with, the problem (18.20) can be written as

\[
\min_{B, \rho} f_0(\rho_1, \ldots, \rho_L)
\]

s.t. \[ [(vI + B^{H}R_{H}B)^{-1}]_{ii} \leq \rho_i, \quad 1 \leq i \leq L, \]

\[ \text{Tr} (BB^{H}) \leq P_0 \quad (A.1) \]

which can always be done since \(f_0\) is increasing in each argument. Also, since \(f_0\) is minimized when \(\rho_i \geq \rho_{i+1}\) and \(B\) can always include any desired permutation such that the diagonal elements of \((vI + B^{H}R_{H}B)^{-1}\) are in decreasing order, the constraint \(\rho_i \geq \rho_{i+1}\) can be explicitly included without affecting the problem.
The first main simplification comes by rewriting the problem as [26, Theorem 2]

\[
\min_{\tilde{B}, \rho} f_0(\rho_1, \ldots, \rho_L) \\
\text{s.t. } \tilde{B}^H R_H \tilde{B} \text{ diagonal (increasing diag. elements)},
\]

\[
d\left( (\nu I + \tilde{B}^H R_H \tilde{B})^{-1} \right) \succ_w \rho,
\]

\[
\rho_i \geq \rho_{i+1},
\]

\[
\text{Tr} (\tilde{B} \tilde{B}^H) \leq P_0,
\]

(A.2)

where \(\succ_w\) denotes the weakly majorization relation\(^9\) [21] and \(d(X)\) denotes the diagonal elements of matrix \(X\) (similarly, \(\lambda(X)\) is used for the eigenvalues). The second constraint guarantees the existence of a unitary matrix \(Q\) such that \(d(Q^H (\nu I + \tilde{B}^H R_H \tilde{B})^{-1} Q) \leq \rho\) [21, 9.B.2 and 5.A.9.a] or, in other words, such that \(\left[(\nu I + \tilde{B}^H R_H \tilde{B})^{-1}\right]_{ii} \leq \rho_i\) with \(B = \tilde{B}Q\).

The second main simplification comes from the fact that \(\tilde{B}\) can be assumed without loss of optimality of the form \(\tilde{B} = U H, \Sigma, B\), as described in the theorem, since \(\tilde{B}^H R_H \tilde{B}\) is diagonal with diagonal elements in increasing order (cf. [20, Lemma 12], [26, Lemma 7], and [40, Lemma 5.11]).

Problem (18.21) follows then by plugging the expression of \(\tilde{B}\) into (A.2), denoting \(\rho_i = ||\Sigma_B||_{ii}^2\) (which implies the need for the additional constraints \(\rho_i \geq 0\)), and by rewriting the weakly majorization constraint explicitly [21]. If \(f_0\) is convex, the constraints \(\rho_i \geq \rho_{i+1}\) are not necessary since an optimal solution cannot have \(\rho_i < \rho_{i+1}\) (because the problem would have a lower objective value by using instead \(\rho_i = \rho_{i+1} = (\rho_i + \rho_{i+1})/2\) [24]).

To obtain the additional simplification for Schur-concave/convex cost functions, rewrite the MSE constraints of (A.1) (since they are satisfied with equality at an optimal point) as

\[
\rho = d(Q^H (\nu I + \tilde{B}^H R_H \tilde{B})^{-1} Q).
\]

(A.3)

Now it suffices to use the definition of Schur-concavity/convexity to obtain the desired result. In particular, if \(f_0\) is Schur-concave, it follows from the definition of Schur-concavity [21] (the diagonal elements and eigenvalues are assumed here in decreasing order) that

\[
f_0(d(X)) \geq f_0(\lambda(X))
\]

(A.4)

which means that \(f_0(\rho)\) is minimum when \(Q = I\) in (A.3) (since \((\nu I + \tilde{B}^H R_H \tilde{B})^{-1}\) is already diagonal and with diagonal elements in decreasing order by definition).

---

\(^9\)The weakly majorization relation \(y \succ_w x\) is defined as \(\sum_{j=i}^n y_j \leq \sum_{j=i}^n x_i\) for \(1 \leq i \leq n\), where the elements of \(y\) and \(x\) are assumed in decreasing order [21].
If \( f_0 \) is Schur-convex, the opposite happens:

\[
f_0(d(X)) \geq f_0 \left( 1 \times \frac{\text{Tr}(X)}{L} \right),
\]

where 1 denotes the all-one vector. This means that \( f_0(\rho) \) is minimum when \( Q \) is such that \( \rho \) has equal elements in (A.3), that is, when \( Q^H(vI + \tilde{B}^H R_f \tilde{B})^{-1}Q \) has equal diagonal elements.
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**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER</td>
<td>Bit error rate</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary phase-shift keying</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel state information</td>
</tr>
<tr>
<td>DSL</td>
<td>Digital subscriber line</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature amplitude modulation</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quaternary phase-shift keying</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-input multiple-output</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum likelihood</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum MSE</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean square error</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal-to-interference-plus-noise ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-input single-output</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero forcing</td>
</tr>
</tbody>
</table>
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