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Abstract—We present an approach to solve the nonconvex op-
timization problem that arises when designing the transmit co-
variance matrices in multiuser multiple-input multiple-output
(MIMO) broadcast networks implementing simultaneous wireless
information and power transfer (SWIPT). The MIMO SWIPT
problem is formulated as a general multiobjective optimization
problem, in which data rates and harvested powers are optimized
simultaneously. Two different approaches are applied to refor-
mulate the (nonconvex) multiobjective problem. In the first ap-
proach, the transmitter can control the specific amount of power
to be harvested by power transfer whereas in the second approach
the transmitter can only control the proportion of power to be
harvested among the different harvesting users. We solve the re-
sulting formulations using the majorization–minimization (MM)
approach. The solution obtained from the MM approach is com-
pared to the classical block-diagonalization (BD) strategy, typically
used to solve the nonconvex multiuser MIMO network by forcing
no interference among users. Simulation results show that the pro-
posed approach improves over the BD approach both the system
sum rate and the power harvested by users. Additionally, the com-
putational times needed for convergence of the proposed methods
are much lower than the ones required for classical gradient-based
approaches.

Index Terms—Energy harvesting, power transfer, SWIPT,
majorization minimization, MIMO, nonconvex optimization.

I. INTRODUCTION

S IMULTANEOUS wireless information and power transfer
(SWIPT) is a transmission technique in which a transmitter

actively feeds a receiver (or a set of receivers) power that is sent
through radio frequency (RF) signals and, simultaneously, com-
municates information to the same or different set of receivers
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[1]. Battery-constrained devices are able to recharge their bat-
teries by collecting the transmitted power and, thus, enhance
their operation time [2]. Currently, there are different energy
harvesting techniques that can be used to power devices, such
as wind or solar, but SWIPT technology represents an appeal-
ing solution as the transmitter is able to control explicitly the
amount of energy that the device will receive and, hence, keep
them alive. Historically, due to the high attenuation of signals
over distance, SWIPT techniques were only introduced in low-
power devices, such as RFID tags [3]. However, new advances
in hardware technologies have enabled power to be transferred
and harvested much more efficiently [1], [3].

The first paper in the literature that covered the concept of
SWIPT is the one by Varshney [4]. He showed that there exists
a nontrivial trade-off in maximizing the data rate with power
transmission constraints. Zhang and Ho [5] developed a SWIPT
technique for multiple-input multiple-output (MIMO) scenario,
composed of one transmitter capable of transmitting informa-
tion and power simultaneously to one receiver. Then, Rubio
and Pascual-Iserte [6], extended the work in [5] by consider-
ing that multiple users were present in the MIMO system. But
since the multi-stream transmit covariance optimization that
arises in SWIPT MIMO systems is a very difficult nonconvex
optimization problem, they considered a block-diagonalization
(BD) strategy [7] in which interference is pre-canceled at the
transmitter. The BD technique allows for a simple solution but
wastes some degrees of freedom and, thus, the performance
obtained may be lower than the one obtained by solving the
nonconvex problem. Works [8] and [9] considered a MIMO
network consisting of multiple transmitter-receiver pairs with
co-channel interference. The study in [8] focused on the case
with two transmitter-receiver pairs whereas in [9], the authors
generalized [8] by considering that k transmitter-receivers pairs
were present. The work in [10] considered a MIMO system
with single-stream transmission, with the objective of mini-
mizing the overall power consumption with per-user signal to
interference and noise ratio (SINR) constraints and harvesting
constraints. The design of multiuser broadcast networks under
the framework of multiple-input single-output (MISO) beam-
formimg optimization has also been addressed in works such as
[11] and [12].

There exist two approaches in the literature that deal with
the nonconvex optimization of the transmit covariance matri-
ces in multiuser multi-stream MIMO networks. The first is
based on the duality principle [13]. In [14], Gui et al. applied
that principle to obtain the beamforming optimization solution
for the multiuser MIMO SWIPT broadcast channel. However,
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that work considered an overall (sum) harvesting constraint in-
stead of individual per-user harvesting constraints. The second
approach is based on the minimization of the mean square er-
ror (MSE) [15]. However, this technique cannot be applied to
the SWIPT framework due to fact that the resulting problem
remains nonconvex.

The main difference of our work with respect to the previ-
ous works described above is that we assume a broadcast mul-
tiuser multi-stream (non BD-based) MIMO SWIPT network, in
which (per-user) harvested power and information transfer must
be optimized simultaneously. We model our transmitter design
as a multi-objective problem in which the scenarios studied in
[5] and [6] are shown to be particular solutions of the proposed
framework. Additionally, we assume that interference is not pre-
canceled (i.e., the BD approach is not applied) and, thus, both
larger information transfer and harvested power can be achieved
simultaneously. The resulting problem is nonconvex and very
difficult to solve. In order to obtain local solutions, we derive
different methods based on majorization-minimization (MM)
techniques. By means of this strategy, we are able to reformu-
late our original nonconvex problem into a series of convex
subproblems that are easily solved (i.e., through algorithms that
have a very low computational complexity) and whose solutions
converge to a locally optimal solution of the original nonconvex
problem.

The techniques based on MM that we propose in this jour-
nal paper are also compared in the simulations section with
other previous algorithms used as benchmarks and listed in
Section IV.C. Some of these algorithms used as benchmarks
were developed by the same authors and presented in the
conference paper [16].

The remainder of this paper is organized as follows. In
Section II, we introduce a summary of the mathematical tech-
niques employed in this paper. In Section III we present the
system and signal models and the problem formulation. In
Section IV we derive the mathematical modeling required
to reformulate the original nonconvex problem into convex
subproblems that are solved using the MM approach. In
Section V, we evaluate the performance of the proposed meth-
ods and, finally, in Section VI, we draw some conclusions.

Notation: We adopt the notation of using boldface lower case
for vectors x and upper case for matrices X. The transpose,
conjugate transpose (hermitian), and inverse operators are de-
noted by the superscripts (·)T , (·)H , and (·)−1 , respectively.
Tr(·) and det(·) denote the trace and the determinant of a ma-
trix, respectively. vec(X) is a column vector resulting from
stacking all columns of X. We use X to denote the N−tuple
X � (Xi)N

i=1 = (X1 , . . . ,XN ) and || · ||F to denote the matrix
Frobenius norm.

II. MATHEMATICAL PRELIMINARIES

A. Multi-Objective Optimization

Multi-objective optimization (also known as multi-criteria
optimization or vector optimization) is a type of optimization
that involves multiple objective functions that are optimized
simultaneously [17]. For a nontrivial multi-objective problem, in

general, there does not exist a single solution that simultaneously
optimizes each objective. In that case, the objective functions
are said to be conflicting, and there exists a (possibly infinite)
number of Pareto optimal solutions. A solution is called Pareto
optimal if none of the objective functions can be improved in
value without degrading some of the other objective values.

1) Definitions:
Definition 1 ([17]): A multi-objective problem can be for-

mally expressed as

maximize
x

f(x) = (f1(x), . . . , fK (x)) (1)

subject to x ∈ X ,

where fk : CN → R for k = 1, . . . , K and X is the feasible set
that represents the constraints. Let Y be the set of all attainable
points for all feasible solutions, i.e., Y = f(X ).

2) Efficient Solutions:
Definition 2 ([17], Definition 2.1): A point x ∈ X is called

Pareto optimal if there is no other x′ ∈ X such that f(x′) �
f(x), where � refers to the component-wise inequality, i.e.,
fi(x′) ≥ fi(x), i = 1, . . . ,K.

Sometimes, ensuring Pareto optimality for some problems is
difficult. Due to this, the condition of optimality can be relaxed
as follows.

Definition 3 ([17], Definition 2.24): A point x ∈ X is called
weakly Pareto optimal (or weakly efficient) if there is no other
x′ ∈ X such that f(x′) � f(x), where � refers to the strict
component-wise inequality, i.e., fi(x′) > fi(x), i = 1, . . . ,K.
All Pareto optimal solutions are also weakly Pareto optimal.

3) Finding Pareto Optimal Points: There are several meth-
ods for finding the Pareto points of a multi-objective problem. In
the sequel, we present three different (scalarization) techniques.

a) Weighted sum method: The simplest scalarization tech-
nique is the weighted sum method which collapses the vector-
objective into a single-objective component sum:

maximize
x ∈X

K∑

k=1

βkfk (x), (2)

where βk are real non-negative weights. The following results
present the relation between the optimal solutions of (2) and the
Pareto optimal points of the original problem (1).

Proposition 1 ([17], Proposition 3.9): Suppose that x� is an
optimal solution of (2). Then, x� is weakly efficient.

Proposition 2 ([17], Proposition 3.10): Let X be a convex
set, and let fk be concave functions, k = 1, . . . ,K. If x� is
weakly efficient, there are some βk ≥ 0 such that x� is an opti-
mal solution of (2).

As a result, convexity is apparently required for finding all
weakly Pareto optimal points with the weighted sum method,
which means that if the original problem is not convex, all the
Pareto optimal points may not be found by using the weighted
sum method. However, there are other weighted sum techniques
in the literature (see, for example, the adaptive weighted sum
method [18]) that are able to find all Pareto optimal points for
nonconvex problems at the expense of a higher computational
complexity.
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b) Epsilon-constraint method: In this method, only one
of the original objectives is maximized while the others are
transformed into constraints:

maximize
x ∈X

fj (x) (3)

subject to fk (x) ≥ εk , k = 1, . . . ,K, k �= j.

Let us introduce the following results.
Proposition 3 ([17], Proposition 4.3): Let x� be an optimal

solution of (3) for some j. Then x� is weakly Pareto optimal.
Proposition 4 ([17], Proposition 4.5): A feasible solution

x� ∈ X is Pareto optimal if, and only if, there exists a set of
ε̂k , k = 1, . . . ,K such that x� is an optimal solution of (3) for
all j = 1, . . . ,K.

Contrary to the weighted sum method, convexity is not needed
in the previous two propositions (but convexity is still typically
required to solve problems like (3)).

c) Hybrid method: This method combines the previous
two methods, i.e., the weighted sum method and the epsilon-
constraint method. In this case, the scalarized problem to be
solved has a weighted sum objective and constraints on all (or
some) objectives as follows:

maximize
x ∈X

∑

k∈K1

βkfk (x) (4)

subject to fk (x) ≥ εk , k ∈ K2 ,

where |K1 | ≤ K,f |K2 | ≤ K, for |A| the cardinality of set A,
and βk are real non-negative weights.

B. Majorization-Minimization Method

The MM is an approach to solve optimization problems that
are too difficult to solve in their original formulation. The prin-
ciple behind the MM method is to transform a difficult problem
into a sequence of simple problems. Interested readers may refer
to [19] and the references therein for more details.

The method works as follows. Suppose that we want to maxi-
mize f0(x) over X . In the MM approach, instead of maximizing
the cost function f0(x) directly, the algorithm optimizes a se-
quence of approximate objective functions that minorize f0(x),
producing a sequence {x(k)} according to the following update
rule:

x(k+1) = arg max
x ∈X

f̂0(x,x(k)), (5)

where x(k) is the point generated by the algorithm at iteration k
and f̂0(x,x(k)), known as a surrogate function, is the minoriza-
tion function of f0(x) at x(k) , i.e., it has to be a global lower
bound tight at x(k) . Problem (5) will be referred to as the sur-
rogate problem of the overall maximization problem (i.e., max-
imize f0(x) over X ). In addition, the surrogate function must
also be continuous in x and x(k) . The last condition that the
surrogate function must fulfill is that its directional derivatives1

and of the original objective function f0(x) must be equal at

1Let f : CN → R. Then, the directional derivative of f (x) in the direction

of vector d is given by f ′(x; d) � limλ→0
f (x+λd )−f (x )

λ
.

the point x(k) . All in all, the four conditions for the surrogate
function are as follows:

(A1) : f̂0(x(k) ,x(k)) = f0(x(k)), ∀x(k) ∈ X , (6)

(A2) : f̂0(x,x(k)) ≤ f0(x), ∀x,x(k) ∈ X , (7)

(A3) : f̂ ′
0(x,x(k) ;d)|x=x(k ) = f ′

0(x
(k) ;d),

∀d with x(k) + d ∈ X , (8)

(A4) : f̂0(x,x(k)) is continuous in x and x(k) . (9)

Under assumptions (A1)−(A4), every limit point of the se-
quence {x(k)} is a locally optimal point of the original problem
(globally optimal if the problem is convex) (see [19] for details).

III. PROBLEM FORMULATION

Let us consider a wireless broadcast multiuser system consist-
ing of one base station (BS) transmitter equipped with nT an-
tennas and a set of K receivers, denoted asUT = {1, 2, . . . ,K},
where the k-th receiver is equipped with nRk

antennas [20]. We
assume that a given user is not able to decode information and
to harvest energy simultaneously, and that a user being served
with information by the BS uses all the energy to decode the
signal. Thus, the set of users is partitioned into two disjoint
subsets. One that contains the information users, denoted as
UI ⊆ UT with |UI | = N , and the other subset that contains har-
vesting users, denoted as UE ⊆ UT with |UE | = M . Therefore,
UI ∩ UE = ∅ and |UI | + |UE | = N + M = K.2 Without loss
of generality (w.l.o.g.), let us index users as UI = {1, . . . , N}
and UE = {N + 1, . . . , N + M}.

The equivalent baseband channel from the BS to the k-th re-
ceiver is denoted by Hk ∈ CnR k

×nT . It is also assumed that the
set of matrices {Hk} is known to the BS and to the correspond-
ing receivers (the case of imperfect CSI is outside the scope of
the paper).

As far as the signal model is concerned, the received signal
for the i-th information receiver can be modeled as

yi = HiBixi + Hi

∑

k ∈UI
k �=i

Bkxk + ni , ∀i ∈ UI . (10)

In the previous notation, Bixi represents the transmitted sig-
nal for user i ∈ UI , where Bi ∈ CnT ×nS i is the precoder
matrix and xi ∈ CnS i

×1 represents the information symbol
vector. It is also assumed that the signals transmitted to dif-
ferent users are independent and zero mean. nSi

denotes the
number of streams assigned to user i ∈ UI and we assume that
nSi

= min{nRi
, nT } ∀i ∈ UI . The transmit covariance ma-

trix is Si = BiBH
i if we assume w.l.o.g. that E

[
xixH

i

]
=

InS i
. ni ∈ CnR i

×1 denotes the receiver noise vector, which is

2In this paper, we assume for simplicity in the formulation that a user belongs
to either the harvesting set or the information set and that both sets are known
and fixed. This assumption could be generalized by considering that some users
are not selected in either set as well as by defining which particular users are
scheduled in each particular set (i.e., user grouping strategies). However, this
falls out of the scope of this paper.
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considered Gaussian with E
[
ninH

i

]
= InR i

.3 Note that the
middle term of (10) is an interference term. The covariance
matrix of the interference plus noise is written as

Ωi(S−i) = HiS−iHH
i + I, ∀i ∈ UI , (11)

where S−i =
∑

k∈UI
k �=i

Sk . Let x̃ = Bx denote the signal vec-

tor transmitted by the BS, where the joint precoding ma-
trix is defined as B = [B1 . . . BN ] ∈ CnT ×nS , for nS =∑

i∈UI
nSi

the total number of streams of all information

users, and the data vector x =
[
xT

1 . . . xT
N

]T ∈ CnS ×1 ,
that must satisfy the power constraint formulated as E[‖x̃‖2 ] =∑

i∈UI
Tr(Si) ≤ PT , where PT represents the total available

transmission power at the BS.
The total RF-band power harvested by the j-th user from all

receiving antennas, denoted by Q̄j , is proportional to that of the
equivalent baseband signal4, i.e., ∀j ∈ UE , we have:

Q̄j = ζjE
[∥∥∥Hj

∑

i∈UI

Bixi

∥∥∥
2]

= ζj

∑

i∈UI

E[‖HjBixi‖2 ],

(12)
where ζj is a constant that accounts for the loss for converting
the harvested RF power to electrical power. Notice that, for
simplicity, in (12) we have omitted the harvested power due to
the noise term since it can be assumed negligible.

The transmitter design that we propose in this paper is mod-
eled as a nonconvex multi-objective optimization problem. The
goal is to maximize, simultaneously, the individual data rates
and the harvested powers of the information and harvesting
users, respectively. Given this and the previous system model,
the optimization problem is written as

maximize
{S i }

(
(Rn (S))n∈UI

, (Em (S))m∈UE

)
(13)

subject to C1 :
∑

i∈UI

Tr(Si) ≤ PT

C2 : Si � 0, ∀i ∈ UI ,

where S � (Si)∀i∈UI
, the data rate expression is given by

Rn (S) = log det
(
I + HnSnHH

n Ω−1
n (S−n )

)
(14)

= log det
(
Ωn (S−n ) + HnSnHH

n

)

− log det (Ωn (S−n )) (15)

= log det
(
I + Hn S̄HH

n

)
︸ ︷︷ ︸

� sn (S)

− log det (Ωn (S−n ))︸ ︷︷ ︸
� gn (Ωn (S−n ))

,

(16)

with S̄ =
∑

k∈UI
Sk , and the harvested power is given by

Em (S) =
∑

i∈UI

Tr(HmSiHH
m ). (17)

3We assume that noise power σ2 = 1 w.l.o.g., otherwise we could simply
apply a scale factor at the receiver and re-scale the channels accordingly.

4In this paper we assume that the harvested power is proportional to that of the
received baseband signal. However, in work [21] authors consider a nonlinear
model for the harvested power that better captures the practical energy harvesting
circuits. The application of nonlinear models is out of the scope of this paper
and is left as a future work.

The previous problem in (13) is not convex due the objective
functions (in fact, due to Ωi(S−i)) and is difficult to solve. In
order to find Pareto optimal points, we can reformulate it by
using any of the techniques presented in Section II-A. In the
following, we propose two approaches based on the weighted
sum method and on the hybrid method. For convenience, we
start with the hybrid method as it is the one that has received
the most attention in the literature [5], [22]. However in that
literature, the interference in (11) is assumed to be removed by
the transmission strategy. This assumption makes the problem
convex and hence easier to solve.

A. Hybrid-Based Formulation to Solve (13)

In the hybrid approach, some of the objective functions are
collapsed into a single objective by means of scalarization and
some of the objective functions are added as constraints. In par-
ticular, the data rates are left in the objective whereas the harvest-
ing constraints are included as individual harvesting constraints.
With this particular formulation, we are able to guarantee a mini-
mum value for the power to be harvested by the harvesting users.
Thus, problem (13) is formulated as

max
{S i }

∑

i∈UI

ωi log det
(
I + HiS̄HH

i

)
− ωi log det (Ωi(S−i))

s.t. C1 :
∑

i∈UI

Tr(HjSiHH
j ) ≥ Qj , ∀j ∈ UE (18)

C2 :
∑

i∈UI

Tr(Si) ≤ PT

C3 : Si � 0, ∀i ∈ UI ,

where Qj =
Q̄m in

j

ζj
, being {Q̄min

j } the set of minimum power har-
vesting constraints, and ωi are some real non-negative weights.
For simplicity in the notation, let us define the feasible set S1 as

S1 �
{

S :
∑

i∈UI

Tr(HjSiHH
j ) ≥ Qj , ∀j ∈ UE ,

∑

i∈UI

Tr(Si) ≤ PT , Si � 0,∀i ∈ UI

}
. (19)

For a set of fixed harvesting constraints, the convex hull of
the rate region can be obtained by varying the values of ωi . In
addition, we can use the values of the weights to assign priorities
to some users if user scheduling is to be implemented, following,
for example, the proportional fair criterion [23], [24]. Notice
that constraint C1 is associated with the minimum power to be
harvested for a given user. Note also the similarities of problem
(18) with the single user case presented in [5] and its extension
to the multiuser case presented in [6]. As commented before,
the novelty is that we do not force the transmitter to cancel the
interference generated among the information users (as opposed
to BD approaches [7]) and, thus, we allow the system to have
more degrees of freedom to improve the system throughput and
the harvested power simultaneously. Later in Section IV-A, we
will present a method based on MM to solve the nonconvex
problem in (18).
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B. Weighted Sum-Based Formulation to Solve (13)

In situations where the exact amount of power to be harvested
by harvesting users is not needed, we can also obtain Pareto
optimal points by means of the simpler weighted-sum method.
In this case, we can assign priorities so that some users tend
to harvest more power than others, although the exact amounts
cannot be controlled. As we will see later, the overall problem
based on this new formulation is much easier to solve. The
transmitter design is obtained through the following nonconvex
optimization problem:

max
{S i }

∑

i∈UI

ωi log det
(
I + HiS̄HH

i

)
− ωi log det (Ωi(S−i))

+
∑

j∈UE

∑

i∈UI

αj Tr(HjSiHH
j ) (20)

s.t. C1 :
∑

i∈UI

Tr(Si) ≤ PT

C2 : Si � 0, ∀i ∈ UI ,

where αj are some real non-negative weights. For simplicity in
the notation, let us define the feasible set S2 as

S2 �
{

S :
∑

i∈UI

Tr(Si) ≤ PT , Si � 0,∀i ∈ UI

}
. (21)

As we will show later in Section IV-B, the algorithm to solve
(20) is easier than the algorithm to solve (18). Hence, there is a
trade-off in terms of speed of convergence of the algorithms and
in terms of the harvested power control since, as we introduced
before, in (18) the transmitter can fully control the amount of
power to be harvested by the users whereas in (20) the transmit-
ter can only control the proportion of the power to be harvested
among the users.

IV. MM-BASED TECHNIQUES TO SOLVE PROBLEM (13)

In this section, we present a method based on the MM phi-
losophy to solve problems (18) and (20). Since the original
problems (18) and (20) are nonconvex, we reformulate them
and make them convex before applying the MM method. This
reformulation will follow two steps. In the first step, problems
(18) and (20) will be convexified by using a linear approxima-
tion of the nonconvex terms. This is the approach taken in papers
such as [25], [26], and [27]. Instead of solving the reformulated
(convex) problem, in the second step, we design a quadratic
approximation of the remaining convex terms in order to find
a surrogate problem easier to solve. Finally, we apply the MM
method to the quadratic reformulation.

As benchmarks for comparison, we will consider the case of
just convexifying the nonconvex terms, which is an approach
taken in the previous literature, and also consider a gradient
method applied directly to the nonconvex problems (18) and
(20).

Although the mathematical developments of the proposed
MM approaches are more tedious than the approaches usually
taken in the literature, the resulting algorithms are faster.

A. Approach to Solve the Hybrid-Based Formulation in (18)

As we introduced before, we need to reformulate the orig-
inal nonconvex problem (18) and make it convex. This will
be done in two steps. Motivated by the work in [26], in this
first step we derive a linear approximation for the nonconcave
(right-hand side) part of the objective function of (18), i.e.,
f0(S) =

∑
i∈UI

ωisi(S) − ωigi(Ωi(S−i)), in such a way that
the modified problem is convex5. In order to find a concave
lower bound of f0(S), gi(·) can be upper bounded linearly at
point Ω(0)

i =
∑

k∈UI
k �=i

HiS
(0)
k HH

i + I as

gi(Ωi(S−i))

≤ gi

(
Ω(0)

i

)
+ Tr

((
Ω(0)

i

)−1 (
Ωi(S−i) − Ω(0)

i

))

= constant + Tr
((

Ω(0)
i

)−1
Ωi(S−i)

)

� ĝi

(
Ωi(S−i),Ω

(0)
i

)
. (22)

Even though problem (18) reformulated with the previous upper
bound ĝi(Ωi(S−i),Ω

(0)
i ) is convex, we want to go one step

further and apply a quadratic lower bound for the left hand
side of f0(S), i.e., si(S), in a way that the overall lower bound
fulfills conditions (A1)−(A4) presented before in Section II-B
and hence the MM method can be invoked. Note that the upper
bound ĝi(Ωi(S−i),Ω

(0)
i ) already fulfills the four conditions

(A1) − (A4). The idea of implementing this quadratic bound is
to find a surrogate problem that is much simpler and easier to
solve than the one obtained by just considering the linear bound
ĝi(Ωi(S−i),Ω

(0)
i ).6

We now focus attention on deriving the surrogate function for
the left hand side of f0(S), i.e., si(S). In order for the surrogate
problem to be easily solved, we force the surrogate function
of si(S) around S̄(0) to be quadratic, where S̄(0) =

∑
k∈UI

S(0)
k

and S(0)
k is the solution of the algorithm at the previous iteration.

By doing this, as will be apparent later, the overall surrogate
problem can be formulated as an SDP optimization problem.

Proposition 5: A valid surrogate function, ŝi(S̄, S̄(0)), for
the function si(S̄) = log det

(
I + Hn S̄HH

n

)
that satisfies con-

ditions (A1)−(A4) is

ŝi(S̄, S̄
(0)) � Tr

(
J iS̄

)
+ Tr

(
S̄

H
M iS̄

)

+ κ1 , ∀S̄, S̄
(0) ∈ SnT

+ , (23)

with matrices J i = Gi − S̄
(0),H

M i − M iS̄
(0) , Gi = HH

i

(I + H iS̄
(0)

HH
i )−1H i and M i = −γiI , being γi ≥ 1

2
λ2

max(H
H
i H i), κ1 contains some terms that do not depend

on S, and SnT
+ denotes the set of positive semidefinite matrices.

5In fact, by applying the approximation, the overall objective function be-
comes concave.

6The surrogate problem obtained by just applying the bound

ĝi (Ωi (S−i ), Ω
(0)
i ) will be used as benchmark. The specific mathematical

details of the optimization problem and the algorithm will be described in
Appendix A.
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Proof: See Appendix B. �
Let us now reformulate the optimization problem in (18) with

the surrogate function ŝi(S̄, S̄(0)) − ĝi(Ωi(S−i),Ω
(0)
i ):

Tr
(
EiS̄
)

+ Tr
(
S̄H MiS̄

)
+ Tr (RiSi) + κ2 , (24)

where Ri = HH
i (Ω(0)

i )−1Hi ∈ CnT ×nT , Ei = Ji − Ri , and
κ2 contains some terms that do not depend on S. Thus, problem
(18) can be reformulated as

max
{S i }

∑

i∈UI

ωi

(
Tr
(
EiS̄
)

+ Tr
(
S̄H MiS̄

)
+ Tr (RiSi)

)

− ρ
∥∥∥Si − S(0)

i

∥∥∥
2

F
(25)

s.t. S ∈ S1 ,

where we have added a proximal quadratic term to the surrogate
function in which ρ is any non-negative constant that can be
tuned by the algorithm. This term provides more flexibility in
the algorithm design stage and may help to speed up the con-
vergence. By performing some mathematical manipulations, we
are able to obtain the following result:

Proposition 6: The optimization problem presented in (18)
can be solved based on MM method by solving recursively the
following SDP problem:

min
{Si }, s, t

t (26)

s.t. C1 :

⎡

⎢⎣
tI C̃

1
2 s − c(

C̃
1
2 s − c

)H

1

⎤

⎥⎦ � 0

C2 : T is = vec (Si) , ∀i ∈ UI

C3 : S ∈ S1 ,

where s=[vec(S1)T vec(S2)T . . . vec(SN )T ]T ∈CnT nT |UI |×1 ,
t is a dummy variable, and C̃

1
2 , Ti , and c are some constant

matrices and vectors computed as shown in Appendix C. Vector
c depends on matrix S̄(0) .

Proof: See Appendix C. �
The final algorithm is presented in Algorithm 1.

B. Approach to Solve the Sum-Based Formulation in (20)

Let us start the development by reformulating problem (20):

max
{S i }

∑

i∈UI

ωi (si(S) − ωigi(Ωi(S−i))) +
∑

i∈UI

Tr(RH Si)

s.t. S ∈ S2 , (27)

where RH =
∑

j∈UE
αjHH

j Hj . The right hand side of the ob-
jective function of (27) is convex (in fact it is linear) whereas
the left hand side is not convex. Let us apply the same steps that
we applied before but with a slight modification. Previously
in (22), we found that gi(Ωi(S−i)) could be approximated by
ĝi(Ωi(S−i),Ω

(0)
i ) = Tr((Ω(0)

i )−1Ωi(S−i)) (omitting the con-
stant term). Now, as the objective function is different than the
one from problem (18), the goal is to find a surrogate function

Algorithm 1: Algorithm for Solving Problem (18).

1: Initialize S(0) ∈ S1 . Set k = 0
2: Repeat
3: Compute c with S(k) , given in (61)
4: Generate the (k + 1)-th tuple (S�

i )∀i∈UI
by solving

the SDP in (26)
5: Set S(k+1)

i = S�
i , ∀i ∈ UI , and set k = k + 1

6: Until convergence is reached

for the function si(S) that allows us to find efficiently a solution
for the surrogate problem.

Proposition 7: A valid surrogate function, ŝi(S,S(0)), for
the function si(S) that satisfies conditions (A1)−(A4) is

ŝi(S,S(0)) �
∑

�∈UI

Tr (J iS�) +
∑

�∈UI

Tr
(
SH

� M iS�

)
+ κ3 ,

∀S� , S
(0)
� ∈ SnT

+ , (28)

with matrices J i = Gi − S
(0),H
� M i − M iS

(0)
� , Gi = HH

i

(I + H i

∑
k∈UI

S
(0)
k HH

i )−1H i , and M i = −ξiI , with ξi ≥
1
2 |UI |2λ2

max(H
H
i H i) and κ3 containing the constant terms that

do not depend on S.
Proof: See Appendix D. �
Remark 1: Note that the two surrogate functions (23) and

(28) have the same form but with a difference in the quadratic
term. Notice that surrogate function (28) is tighter than (23) and
with cross-products. As will be shown later, this will allow us
to decouple the optimization problem for each information user
i and, thus, solve all problems in parallel. On the other hand,
thanks to the fact that surrogate function (23) is looser than (28),
a faster convergence can be obtained than if surrogate (28) were
to be applied in problem (18).

Let us now reformulate problem (27) with the lower bound
that we just found (omitting the constant terms):

max
{S i }

∑

i∈UI

Tr
(
J̌iSi

)
+
∑

i∈UI

Tr
(
SH

i M̌Si

)

−
∑

i∈UI

Tr

⎛

⎜⎜⎝Ri

∑

k∈UI
k �=i

Sk

⎞

⎟⎟⎠+
∑

i∈UI

Tr(RH Si) (29)

s.t. S ∈ S2 ,

where J̌i = Ǧ − S(0),H
i M̌ − M̌S(0)

i , with M̌ =
∑

k∈UI
ωk

Mk and Ǧ =
∑

k∈UI
ωkGk . Note that we have arranged the

indices to make the notation easier to follow and consistent with
the original notation. We can further simplify the objective func-
tion by grouping terms considering that matrix M̌ is diagonal,
i.e., M̌ = −βI, being β = 1

2 |UI |2
∑

k∈UI
ωkλ2

max(H
H
k Hk ):

min
{S i }

β
∑

i∈UI

Tr
(
SH

i Si

)
−
∑

i∈UI

Tr (FiSi) (30)

s.t. S ∈ S2 ,
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where

Fi = J̌i −
∑

k∈UI
k �=i

Rk + RH . (31)

Note that we have changed the sign of the objective and refor-
mulated the problem as a minimization one. The idea is to find
a closed-form expression for the optimum covariance matrices
{Si}. If we dualize constraint C1 and form a partial Lagrangian,
we obtain the following optimization problem:

min
{S i }

β
∑

i∈UI

Tr
(
SH

i Si

)
−
∑

i∈UI

Tr (Wi(μ)Si) (32)

s.t. Si � 0, ∀i ∈ UI ,

where Wi(μ) = Fi − μI, for μ ≥ 0 the Lagrange multiplier
associated with constraint C1 of problem (27). The previous
problem is clearly separable for each user i. Thus, for each
information user, problem (32) is equivalent to solving the fol-
lowing projection problem:

min
S i

∥∥∥
√

βSi − W̌i(μ)
∥∥∥

F
(33)

s.t. Si � 0,

where W̌i(μ) = 1
2
√

β
Wi(μ) = 1

2
√

β
(Fi − μI). The previous

result is very nice as the solution of (33) is simple and
elegant, thanks to the fact that problem (33) is a projec-
tion onto the semidefinite cone and has a closed-form solu-
tion [28]. Let the eigenvalue decomposition (EVD) of matrix
Fi be Fi = UFi

ΛFi
UH

Fi
. The expression of S�

i (μ) is, thus,
given by

S�
i (μ) =

1√
β

[W̌i(μ)]+ =
1
2β

UH
Fi

[ΛFi
− μI]+UFi

, ∀i ∈ UI ,

(34)
where λk ([X]+ ) = min(0, λk (X)), with λk (X) the k-th eigen-
value of matrix X. Now it remains to compute the optimal La-
grange multiplier μ. This can be found by means of the simple
bisection method fulfilling

∑
i∈UI

Tr ([ΛFi
− μI]+) = 2βPT .

It turns out that, at each inner iteration, we need to compute a sin-
gle EVD per information user, that is, the EVD of Fi , and then a
few iterations are needed to find the optimal multiplier μ (using
for example the bisection method in step 5 of Algorithm 2).
Note that the surrogate problem can be solved straightforwardly
with the previous steps. The final algorithm is presented in
Algorithm 2.

C. Approaches Used as Benchmarks for Performance
Comparison

In this section, we propose some benchmark algorithms that
will be used in the simulations section to assess the performance
of the MM approaches proposed in the previous subsections.
These benchmarks have been derived from previous works and
are the following:

� Gradient-based algorithms based on [29, Sec. 7] applied
directly to the nonconvex problems (18) and (20). The
expressions of the gradients are not presented here due to

Algorithm 2: Algorithm for Solving Problem (20).

1: Initialize S(0) ∈ S2 . Set k = 0
2: Repeat
3: Compute Fi with matrix S(k)

i , ∀i ∈ UI , given in (31)
4: Compute EVD of Fi = UFi

ΛFi
UH

Fi
, ∀i ∈ UI

5: Compute μ� such that∑
i∈UI

Tr ([ΛFi
− μ�I]+) = 2βPT

6: Compute S�
i (μ

�) = 1
2β [Fi − μ�I]+ , ∀i ∈ UI

7: Set S(k+1)
i = S�

i (μ
�),∀i ∈ UI , and set k = k + 1

8: Until convergence is reached

space limitations but are developed in the detail by the
same authors in [16].

� MM approaches considering just the linear approximation
presented in (22), i.e., ĝi(Ωi(S−i),Ω

(0)
i ), applied to prob-

lems (18) and (20). The specific optimization problems
and algorithms (which were briefly addressed in [16]) can
be found in Appendix A.

� Optimization of the sum-rate based on its relation with
the MSE. This relation was exploited in [15] to deduce a
block-based alternating optimization algorithm; however,
no harvesting constraints were considered. The inclusion
of harvesting constraints was addressed in [30] by means
of an iterative method in which those constraints were
simplified through successive linear approximations. The
simulations section (Section V) presents as a benchmark
the method developed in [30] but adapted to a multiuser
system following the same approach as in [15].

V. NUMERICAL EVALUATION

In this section, we evaluate the performance of the previous
algorithms. In the first part of this section, we present some con-
vergence and computational time results. For the simulations,
we consider a system composed of 1 transmitter with 6 antennas
along with 3 information users and 3 harvesting users with 2
antennas each. In the second part of the section, we show the
performance of the proposed methods compared to the classical
BD approach. In this case, for ease of presenting the informa-
tion, we assume a system composed of 1 transmitter with 4
antennas, and 2 information users and 2 harvesting users with
2 antennas each. The simulation parameters common to both
scenarios are the following. The maximum radiated power is
PT = 1 W. The channel matrices are generated randomly with
i.i.d. entries distributed according to CN (0, 1). The weights ωi

are set to 1.

A. Convergence Evaluation

In this section, we evaluate the convergence behavior
and the computational time of the methods presented in
Sections IV-A and IV-B and the benchmark approach presented
in Appendix A. The benchmark method for problem (20) pre-
sented in Appendix A will not be evaluated as it is clearly worse7

7However, it was included in the paper for the sake of completeness.
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Fig. 1. Convergence of the system sum rate vs number of iterations for three
different approaches.

Fig. 2. Convergence of the system sum rate vs computational time for three
different approaches.

than the one presented in Section IV-B. In the figures, the legend
is interpreted as follows: ‘MM-L for (18)’ refers to the method
developed in Appendix A for problem (18), ‘MM-Q for (18)’
refers to the method in Section IV-A, and ‘MM-Q for (20)’ refers
to the method in Section IV-B. In order to compare all methods,
we set the values of αj and the values of Qj so that the same
system sum rate is achieved. These values are: α = [1, 5, 10],
and Q = [3.8, 7.2, 6.4] power units. Software package CVX is
used to solve problem (35) [31], and SeDuMi solver is used to
solve problem (26) [32].

Fig. 1 presents the sum rate convergence as a function of it-
erations. The three approaches converge to the same sum rate
value but require a different number of iterations. In fact, the
required number of iterations depends on how well the surrogate
function approximates the original function. Note that the sur-
rogate function used in the ‘MM-L for (18)’ approach is the one
that best approximates the objective function and, thus, fewer
iterations are needed.

Fig. 2 shows the computational time required by the
three previous methods and the benchmark based on the
‘MSE approach’ [30]. We see that the ‘MM-Q for (20)’
method converges much faster than the other two ap-
proaches, as expected. The ‘MM-Q for (18)’ approach re-
quires more iterations than the ‘MM-L for (18)’ approach
but each iteration is solved faster since a specific algorithm
can be employed to solve the convex optimization problem.

Fig. 3. Convergence of the system sum rate vs iterations for a gradient ap-
proach for constrained optimization.

Fig. 4. Convergence of the system sum rate vs computational time for a
gradient approach for constrained optimization.

Hence, the ‘MM-Q for (18)’ algorithm is the best option.
Additionally, we clearly see that the proposed MM method is
much faster than the method based on the MSE.

For the sake of comparison and completeness, we also show
in Figs. 3 and 4 the convergence and the computational time of a
gradient-like benchmark approach. The plot legend reads as fol-
lows: ‘GRAD for (18)’ and ‘GRAD for (20)’ refers to a gradient
approach applied to problems (18) and (20), respectively. ‘all
ones’ and ‘identity’ mean that covariance matrices are initial-
ized using an all ones matrix and the identity matrix, respec-
tively. Results show that the proposed MM approaches are
one to two orders of magnitude faster than the gradient-based
methods.

B. Performance Evaluation

In this section, we evaluate the performance of the MM ap-
proach as compared to the classical BD strategy considered in
the literature (see, for example, [6], [33]). In order to show how
harvesting users at different distances (and, hence, path loss)
affect the performance, we have generated the channel matrices
in a way that the there is a factor of 2 in the Frobenius norm of
those matrices. We would like to emphasize that, as the noise and
channels are normalized, we will refer to the powers harvested
by the receivers in terms of power units instead of Watts.
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Fig. 5. Rate-power surface for the MM method.

Fig. 6. Rate-power surface for the BD method.

Fig. 7. Contour of rate-power surface for the MM method.

Figs. 5 and 6 show the rate-power surface, that is, the multidi-
mensional trade-off between the system sum rate and the powers
to be collected by harvesting users (see [6] for a formal definition
of the rate-power surface). As we see, the MM approach out-
performs the BD strategy in both terms, sum rate and harvested
power. The maximum system sum rate obtained with the MM
approach when Q1 and Q2 are set to 0 is 4.5 bit/s/Hz, whereas
the sum rate obtained with the BD approach is 2.75 bit/s/Hz. The
rate-power surfaces are generated by varying the values of {Qj}
in problem (18) or, equivalently, by varying the values of {αj}
in problem (20). A way to reduce the computational complexity
associated with the generation of the rate-power surface is to
use as an initialization point the solution that was obtained for

Fig. 8. Contour of rate-power surface for the BD method.

Fig. 9. Rate region for different values of Qj (in power units).

Fig. 10. System sum rate as a function of the number of transmit antennas.

the previous values of {Qj} or {αj} to generate the new value
of the curve [34]. Note, however, that the whole rate-power sur-
face need not be generated for each transmission as it is just the
representation of the existing rate-power tradeoff.

In order to clearly see the benefits in terms of collected power,
Figs. 7 and 8 show the contour plots of the previous 3D plots.
We observe that users in the MM approach collect roughly 50%
more power than the power collected by users when applying
the BD strategy.

Finally, Fig. 9 presents the rate-region of the MM approach
for different values of {Qj}. The same value of Qj is set to the
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Fig. 11. System sum rate as a function of SNR.

Fig. 12. Power harvested by all users as a function of the minimum powers to
be harvested Qj .

two harvesting users. In this case, we vary the values of ωi to
achieve the whole contour of the rate regions. We observe that,
the larger the harvesting constraints, the smaller the rate-region,
as expected. However, the relation between the harvesting con-
straints and the rate-region is not linear. As the harvesting con-
straints increase, a small change in the {Qj} produces a large
reduction of the rate-region. This is because the 3D rate-power
surfaces presented before are not planes. In the following, we
analyze the performance of both approaches, namely MM and
BD, as a function of several system parameters to obtain valu-
able insights into the proposed scheme. First, in Fig. 10, we
show the dependence of the system sum rate with respect to
the number of transmit antennas for both methods. As we see,
the proposed MM method outperforms the BD scheme for all
antenna configurations, specially for larger number of transmit
antennas, where we see that the sum rate of the BD approach
tends to saturate whereas the sum rate of the MM method in-
creases quite fast. In Fig. 11, we plot the system sum rate as a
function of the SNR, where the SNR is defined as PT /σ2 . In
this case, the difference between the two methods is not that
significant, but there is still an improvement of the sum rate
obtained with the MM method with respect to the BD method.

Finally, Fig. 12 shows the sum of the actual powers harvested
by all users in the system as a function of the minimum powers
to be harvested, Qj , introduced through constraints. If we focus
on the MM method, for values of Qj smaller than 2, the har-
vesting constraints are not active since the value of sum power

obtained with no constraints is 6 power units and there are 3
harvesting users (all of them configured with the same value
of Qj ). For larger values of Qj , the harvesting constraints start
to activate. In some cases, specially when the values of Qj are
high, the optimization problem may turn out to be not feasible
for some realizations and the sum power obtained is lower than
the one expected (since the obtained sum power is set to 0 in
the realizations in which the problem results to be non-feasible).
For example, for Qj = 3 a sum power of 9 units should be ob-
tained instead of 7. If we have a look at the BD method, we
see that the system behaves even worse. For larger values of Qj

the overall sum power is lower than the sum power obtained
for small values of Qj . This phenomenon is due to the fact the
problem corresponding to BD turns out to be non-feasible more
frequently than in the case of not applying the BD constraints.
Hence, from this figure we conclude that the MM method is
superior to the BD approach also in terms of actual harvested
powers.

VI. CONCLUSION

We have presented a method to solve the difficult noncon-
vex problem that arises in multiuser multi-stream broadcast
MIMO SWIPT networks. We formulated the general SWIPT
problem as a multi-objective optimization problem, in which
rates and harvested powers were to be optimized simultane-
ously. Then, we proposed two different formulations to obtain
solutions of the general multi-objective optimization problem
depending on the desired level of control of the power to be
harvested. In the first approach, the transmitter was able to con-
trol the specific amount of power to be harvested by each user
whereas in the second approach only the proportions of power
to be harvested among the different users could be controlled.
Both (nonconvex) formulations were solved based on the MM
approach. We derived a convex approximation for two noncon-
vex objectives and developed two different algorithms. Sim-
ulation results showed that the proposed methods outperform
the classical BD, in terms of both system sum rate and power
collected by users, by a factor of approximately 50%. More-
over, the computational time needed to achieve convergence was
shown to be really low for the approach in which the transmit-
ter could only control the proportion of powers to be harvested
(around two orders of magnitude lower than a gradient-like
approach).

There are some research lines that can be considered to further
extend the work presented in this paper. Firstly, nonlinear en-
ergy harvesting constraints could be considered as they model
nonlinearities found in practical energy harvesting receivers.
Having nonlinear harvesting constraints increases the complex-
ity of the overall solution and finding efficient algorithms is a
challenge. Secondly, it would be interesting to consider the case
of having imperfect CSI at the transmitter.

APPENDIX A
BENCHMARK FORMULATIONS AND ALGORITHMS

In this appendix, we are going to describe the benchmarks
based on the works in [25], [26], and [27]. We start with the
benchmark for problem (18).
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Algorithm 3: Algorithm for Solving Problem (18).

1: Initialize S(0) ∈ S1 . Set k = 0
2: Repeat
3: Generate the (k + 1)-th tuple (S�

i )∀i∈UI
by solving

(35)
4: Set S(k+1)

i = S�
i , ∀i ∈ UI , and set k = k + 1

5: Until convergence is reached

Note that the upper bound ĝi(Ωi(S−i),Ω
(0)
i ) can be used to

build a lower bound of f0(S̄) that fulfills the four conditions
(A1)−(A4) presented before in Section II-B.

By applying a successive approximation of f0(·) through
the application of the previous surrogate function, i.e.,
f̂0(S,S(k)) =

∑
i∈UI

ωisi(S) − ωiĝi(Ωi(S−i),Ω
(k)
i ) − ρ‖Si

− S(k)
i ‖2

F , where S(k) � (S(k)
i )∀i∈UI

, for different evaluation
points, we obtain an iterative algorithm based on the MM
approach that converges to a stationary point (or local optimum)
of the original problem (18). Note that we have considered
a proximal-like term. Given this, the convex optimization
problem to solve is

max
{S i }

∑

i∈UI

ωisi(S) − ωiĝi(Ωi(S−i),Ω
(k)
i ) − ρ

∥∥∥Si − S(k)
i

∥∥∥
2

F

s.t. S ∈ S1 . (35)

We must proceed iteratively until convergence is reached. The
procedure is presented in Algorithm 3.

Let us now continue with the benchmark for problem (20).
If we apply the bound from (22), i.e., ĝi(Ωi(S−i),Ω

(0)
i ), prob-

lem (20) can be solved by solving consecutively the following
problem:

max
{S i }

∑

i∈UI

ωisi(S) − ωiĝi(Ωi(S−i),Ω
(k)
i ) + Tr(RH Si)

− ρ
∥∥∥Si − S(k)

i

∥∥∥
2

F
(36)

s.t. S ∈ S2 .

As problem (36) is convex, the MM method can be invoked to
obtain a local optimum of problem (20), following the same
procedure as we did before for problem (35).

APPENDIX B
PROOF OF PROPOSITION 5

The proposed quadratic surrogate function of si(S̄) has the
following form:

ŝi(S̄, S̄(0)) � log det
(
I + HiS̄(0)HH

i

)

+ Re
{

Tr
(
Gi

(
S̄ − S̄(0)

))}

+ Tr
((

S̄ − S̄(0)
)H

Mi

(
S̄ − S̄(0)

))

≤ log det
(
I + HiS̄HH

i

)
, ∀S̄, S̄(0) ∈ SnT

+ ,

(37)

where matrices Gi ∈ CnT ×nT and Mi ∈ CnT ×nT need to be
found such that conditions (A1) through (A4) are satisfied, and
Re{x} denotes the real part of x. Note that (A1) and (A4) are
already satisfied. Only (A2) and (A3) must be ensured.

Let us start by proving condition (A3). Let S̄(0) and S̄(1) be
two positive semidefinite matrices, i.e, S̄(0) , S̄(1) ∈ SnT

+ . Then,
the directional derivative of the surrogate function ŝi(S̄, S̄(0))
in (37) at S̄(0) with direction S̄(1) − S̄(0) is given by:

Re
{

Tr
(
Gi

(
S̄(1) − S̄(0)

))}
. (38)

Now, let us compute the directional derivative of the term
log det

(
I + HiS̄HH

i

)
:

Tr
(
HH

i

(
I + HiS̄(0)HH

i

)−1
Hi

(
S̄(1) − S̄(0)

))
, (39)

where we have used d log det(X) = Tr(X−1dX) [35]. Hence,
by applying condition (A3), the two directional derivatives (38)
and (39) must be equal, from which we are able to identify
matrix Gi as

Gi = HH
i

(
I + HiS̄(0)HH

i

)−1
Hi , Gi = GH

i . (40)

equation (41), (42), (43), (44) as shown at the bottom of next
page.

Note that as matrix Gi is hermitian, the real operator is no
longer needed since the trace of the product of two hermitian ma-
trices is real. In order to prove condition (A2), it suffices to show
that for each linear cut in any direction, the surrogate function
is a lower bound. Let S̄ = S̄(0) + μ

(
S̄(1) − S̄(0)

)
, ∀μ ∈ [0, 1].

Then, it suffices to show (41). Now, a sufficient condition for
(41) is that the second derivative of the left hand side of (41) is
lower than or equal to the second derivative of the right hand
side of (41) for any μ ∈ [0, 1] and any S̄(1) , S̄(0) ∈ SnT

+ , which
is formulated in (42).8

Let us compute the second derivative of the right hand side
of (42). The first derivative is given by (43) and the second
derivative is given by (44), where we have used the identity
dX−1 = −X−1dXX−1 [35] and matrix Ai ∈ CnR i

×nR i is de-
fined as Ai = I + Hi(S̄(0) + μ

(
S̄(1) − S̄(0)

)
)HH

i .
We need to manipulate the previous expressions. To this end,

let us define matrix Pi = HH
i A−1

i Hi ∈ CnT ×nT and let us
vectorize the result found in (44):

Tr

(
Pi

(
S̄(1) − S̄(0)

)
Pi

(
S̄(1) − S̄(0)

))

= vec

((
S̄(1) − S̄(0)

)T
)T (

I ⊗ PT
i Pi

)
vec
(
S̄(1) − S̄(0)

)
,

(45)

where we have used the following properties:
Tr(AB) = vec(AT )T vec(B), vec(AB)T = vec(A)T (I ⊗

8Expression (42) is equivalent to finding a constant (left hand side of (42))
such that this constant is lower than or equal to the second derivative of the logdet
function (right hand side of (42)). Then, If we take this inequality and apply a
definite integration at both sides twice between μ = 0 and a generic μ ∈ [0, 1],
then the inequality still holds. In fact equation (41) results from applying the
previous methodology. This proves that expression (42) is a sufficient condition
for (41).
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B), vec(AB) = (I ⊗ A)vec(B), and (A ⊗ B)(C ⊗ D) =
(AC) ⊗ (BD). Let us now vectorize the left hand side of (42):

2 Tr

((
S̄ − S̄(0)

)H

Mi

(
S̄ − S̄(0)

))

= 2vec

((
S̄(1) − S̄(0)

)T
)T

(I ⊗ Mi)vec
(
S̄(1) − S̄(0)

)
,

(46)

where in (46) we have used the fact that S̄(1) − S̄(0) is hermitian
and Tr(ABC) = vec(AT )T (I ⊗ B)vec(C). Finally, we end
up with the relation from forcing that (46) must be lower than
or equal to (45). This relation can be expressed as given by (47),
shown at the bottom of the page.

A sufficient condition for expression (47) is

(I ⊗ Mi) +
1
2
(
I ⊗ PT

i Pi

)
= I ⊗

(
Mi +

1
2
PT

i Pi

)
� 0,

(48)
which means that

Mi +
1
2
PT

i Pi � 0. (49)

Now, if we set Mi = αI (note that this is a particular simple
solution), we have that

α ≤ −1
2
λmax

(
PT

i Pi

)
, (50)

where λmax(X) is the maximum eigenvalue of matrix X. Now,
let us introduce the following result:

Theorem 1 ([36]): Let A, B ∈ Cn×n , assume that A is
positive definite, and assume that B is positive definite. Let

λi(A) be the i-th eigenvalue of matrix A such that λ1(A) ≥
λ2(A) ≥ . . . ≥ λn (A). Then, for all i, j, k ∈ {1, . . . , n} such
that j + k ≤ i + 1,

λi(AB) ≤ λj (A)λk (B). (51)

In particular, for all i = 1, . . . , n,

λi(A)λn (B) ≤ λi(AB) ≤ λi(A)λ1(B). (52)

Thanks to the previous result, α ≤ − 1
2 λ2

max (Pi). Now, let the
singular value decomposition of Hi be Hi = UiΣiVH

i . From
this, we can upper bound λmax (Pi) = λmax

(
HH

i A−1
i Hi

)
=

λmax
(
Σi VH

i A−1
i Vi Σi

)
≤ σ2

max(Hi) λ−1
min (Ai), where

σmax(X) is the maximum singular value of matrix X. Because
matrix A is positive definite with λmin(Ai) ≥ 1, we can con-
clude that

α ≤ −1
2
σ4

max(Hi), (53)

and thus, a possible matrix Mi satisfying conditions (A1)−
(A4) is finally

Mi = −1
2
σ4

max(Hi)I = −1
2
λ2

max(H
H
i Hi)I. (54)

APPENDIX C
PROOF OF PROPOSITION 6

Let us start by vectorizing the surrogate function in (24):

R̂i(S,S(0)) = ŝi(S̄, S̄(0)) − ĝi(Ωi(S−i),Ω
(0)
i )

= vec
(
S̄T
)T

(I ⊗ Mi) vec
(
S̄
)

+ eT
i vec

(
S̄
)

+ rT
i vec (Si) + κ2 , (55)

log det
(
I + HiS̄(0)HH

i

)
+ μTr

(
Gi

(
S̄(1) − S̄(0)

))
+ μ2 Tr

((
S̄(1) − S̄(0)

)H

Mi

(
S̄(1) − S̄(0)

))

≤ log det
(
I + Hi

(
S̄(0) + μ

(
S̄(1) − S̄(0)

))
HH

i

)
, ∀S̄(1) , S̄(0) ∈ SnT

+ , ∀μ ∈ [0, 1]. (41)

2Tr

((
S̄(1) − S̄(0)

)H

Mi

(
S̄(1) − S̄(0)

))
≤ ∂2

∂μ2 log det
(
I + Hi

(
S̄(0) + μ

(
S̄(1) − S̄(0)

))
HH

i

) ∣∣∣∣∣
∀S̄( 1 ) ,S̄( 0 )∈Sn T

+ , ∀μ∈[0,1]

.

(42)

∂

∂μ
log det

(
I + Hi

(
S̄(0) + μ

(
S̄(1) − S̄(0)

))
HH

i

)

= Tr
((

I + Hi

(
S̄(0) + μ

(
S̄(1) − S̄(0)

))
HH

i

)−1
Hi

(
S̄(1) − S̄(0)

)
HH

i

)
, (43)

∂2

∂μ2 log det
(
I + Hi

(
S̄(0) + μ

(
S̄(1) − S̄(0)

))
HH

i

)
= −Tr

(
A−1

i Hi

(
S̄(1) − S̄(0)

)
HH

i A−1
i Hi

(
S̄(1) − S̄(0)

)
HH

i

)
, (44)

2vec

((
S̄(1) − S̄(0)

)T
)T [

(I ⊗ Mi) +
1
2
(
I ⊗ PT

i Pi

)]
vec
(
S̄(1) − S̄(0)

)
≤ 0. (47)
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where ei = vec(ET
i ) ∈ CnT nT ×1 , ri = vec(RT

i ) ∈ CnT nT ×1 ,
and κ2 contains some constant terms that do not depend on {Si}.
Let s = [vec(S1)T vec(S2)T . . . vec(S|UI |)

T ]T ∈ CnT nT |UI |×1 .
Note that vec(S̄) = Ts, where T ∈ CnT nT ×nT nT |UI | is com-
posed of |UI | identity matrices of size nT nT × nT nT , i.e.,
T = [I I . . . I]. Now, we can rewrite (55) as (omitting the
constant terms)

R̂i(S,S(0)) = sH TH (I ⊗ Mi)Ts + eT
i Ts + rT

i vec (Si) .
(56)

We know proceed to formulate the objective function (de-
noted by f̄0(S,S(0)) of problem (18) but substituting the bound
that we just computed and considering the proximal term. If we
incorporate all the terms (but omitting the constant ones) we
have

f̄0 (S,S(0)) =

∑

i∈UI

ωi

(
sH TH (I ⊗ Mi)Ts + eT

i Ts + rT
i vec (Si)

)

− ρ
∥∥∥Si − S(0)

i

∥∥∥
2

F
(57)

= sH TH M̃Ts + ẽT Ts + r̂T s − ρsH s + ρs(0),H s

+ ρsH s(0) − ρs(0),H s(0) , (58)

where M̃ =
∑

i∈UI
ωi(I ⊗ Mi) ∈ CnT nT ×nT nT , ẽ =

∑
i∈UI

ωiei , r̂ = [rT
1 rT

2 . . . rT
|UI |]

T ∈ CnT nT |UI |×1 , and s(0) =

[vec(S(0)
1 )T vec(S(0)

2 )T . . . vec(S(0)
|UI |)

T ]T ∈ CnT nT |UI |×1 . Now

taking into account that the objective function f̄0(S,S(0)) must
be real and combining terms (omitting terms that do not depend
on s) we obtain

f̄0(S,S(0)) = sH Cs + bT s + sH b∗, (59)

where bT = 1
2 ẽ

T T + 1
2 r̂

T + ρs(0),H ∈ C1×nT nT |UI | and
matrix C is C = TH M̃T − ρI ∈ CnT nT |UI |×nT nT |UI |. For
convenient purposes, let us change the sign of f̄0(S,S(0)) such
that ¯̄f0(S,S(0)) = −f̄0(S,S(0)) = sH C̃s − bT s − sH b∗,
where C̃ = −C � 0. Finally, we can equivalently rewrite the
objective function as the following expression (with this new
reformulation, the objective is to minimize ¯̄f0(S,S(0)) instead
of maximizing it):

¯̄f0(S,S(0)) = ‖C̃ 1
2 s − c‖2

2 , (60)

where

c = C̃− 1
2 b∗ ∈ CnT nT |UI |×1 . (61)

Note that the term cH c does not affect the optimum value of
the optimization variables as this term does not depend on s.
Now, we can reformulate the optimization problem presented in
(18) as

minimize
{S i }, s

‖C̃ 1
2 s − c‖2

2 (62)

subject to C1 : Tis = vec (Si) , ∀i ∈ UI

C2 : S ∈ S1 ,

where Ti = [0,0, . . . ,0︸ ︷︷ ︸
i−1

, I,0, . . . ,0] ∈ RnT nT ×nT nT |UI | is

composed of zero matrices of dimension nT nT × nT nT with an
identity matrix at the i-th position. Problem (62) can be further
reformulated as

minimize
{S i }, s, t

t (63)

subject to C1 : ‖C̃ 1
2 s − c‖2 ≤ t

C2 : Tis = vec (Si) , ∀i ∈ UI

C3 : S ∈ S1 ,

and, finally, as the following standard SDP optimization problem
that can be solved fast with specific SDP solvers [32]:

minimize
{S i }, s, t

t (64)

subject to C1 :

[
tI C̃

1
2 s − c(

C̃
1
2 s − c

)H

1

]
� 0

C2 : Tis = vec (Si), ∀i ∈ UI

C3 : S ∈ S1 .

APPENDIX D
PROOF OF PROPOSITION 7

The proposed quadratic surrogate function of si(S) has the
following form:

ŝi(S, S(0)) � log det

(
I + Hi

∑

k∈UI

S(0)
k HH

i

)
(65)

+
∑

�∈UI

Re
{

Tr
(
G�i

(
S� − S(0)

�

))}

+
∑

�∈UI

Tr
((

S� − S(0)
�

)H

M�i

(
S� − S(0)

�

))

≤ log det

(
I + Hi

∑

k∈UI

SkHH
i

)
, ∀S� , S(0)

� ∈ SnT
+ ,

where matrices Gi ∈ CnT ×nT and Mi ∈ CnT ×nT need to be
found such that conditions (A1) through (A4) are satisfied.
Note that (A1) and (A4) are already satisfied. Only (A2) and
(A3) must be ensured. Let us start with condition (A3). Let S(0)

� ,

S(1)
� ∈ SnT

+ , ∀�. Then, the directional derivative of the surrogate

function ŝi(S,S(0)) in (65) at S(0)
� with direction S(1)

� − S(0)
� is

given by

∑

�∈UI

Re
{

Tr
(
G�i

(
S(1)

� − S(0)
�

))}
, (66)

equation (67) as shown at the bottom of next page and the
directional derivative of the right hand side of (65) at S(0)

� with

direction S(1)
� − S(0)

� is given by (67). From (66) and (67), we
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identify the matrices G�i as

G�i = HH
i

(
I + Hi

∑

k∈UI

S(0)
k HH

i

)−1

Hi , G�i = GH
�i ,

(68)
where we find that all matrices G�i for a given user i can be the
same, Gi = G�i (i.e., they do not depend on �).

Now, we seek to find matrices {M�i} based on condition
(A2). To this end, we follow the same procedure presented
before. We make linear cuts in each possible direction and apply
the condition over the second derivative (see (42)). The second
derivative of the left hand side of (65) is given by

2
∑

�∈UI

Tr
((

S(1)
� − S(0)

�

)H

M�i

(
S(1)

� − S(0)
�

))
= (69)

2
∑

�∈UI

vec

((
S(1)

� − S(0)
�

)T
)T

(I ⊗ M�i) vec
(
S(1)

� − S(0)
�

)
,

equation (70) as shown at the bottom of this page and
the second derivative of the right hand side is given
by (70), where Pi = HH

i (I + Hi(
∑

�∈UI
(S(0)

� + μ(S(1)
� −

S(0)
� )))HH

i )−1Hi , being constant μ ∈ [0, 1]. Now, let s =
[vec(S(1)

1 − S(0)
1 )T · · · vec(S(1)

|UI | − S(0)
|UI |)

T ]T and let us intro-
duce the following block diagonal matrix

M̃i =

⎡

⎢⎢⎢⎢⎣

I ⊗ M1i 0 . . . 0

0 I ⊗ M2i

...
...

. . . 0
0 . . . 0 I ⊗ M|UI |i

⎤

⎥⎥⎥⎥⎦
. (71)

Then we have that the following condition should be fulfilled:

2sH M̃is + sH TH
(
I ⊗ PT

i Pi

)
Ts ≤ 0, (72)

which means that

M̃i +
1
2
TH
(
I ⊗ PT

i Pi

)
T � 0. (73)

Note that the particular structure of matrix TH
(
I ⊗ PT

i Pi

)
T

is given by

TH
(
I ⊗ PT

i Pi

)
T =

⎡

⎢⎢⎢⎣

I ⊗ PT
i Pi . . . I ⊗ PT

i Pi

I ⊗ PT
i Pi

...
. . .

...
I ⊗ PT

i Pi . . . I ⊗ PT
i Pi

⎤

⎥⎥⎥⎦ , (74)

From the previous conditions we can see that all matrices
M�i will be the same for user i, i.e., M�i = Mi , ∀�. Now if we
choose the particular structure Mi = αiI, then condition (73)
is equivalent to

αiI +
1
2
TH
(
I ⊗ PT

i Pi

)
T � 0. (75)

Now, condition (75) is equivalent to

αigH g ≤ −1
2
gH TH

(
I ⊗ PT

i Pi

)
Tg, ∀g. (76)

If we propose a value of α such that

αigH g ≤ −1
2
‖Tg‖2

2λmax
(
I ⊗ PT

i Pi

)
, ∀g, (77)

αigH g ≤ −1
2
‖Tg‖2

2λmax
(
PT

i Pi

)
, ∀g. (78)

are fulfilled, this ensures that (76) is fulfilled. Therefore, the
condition over α shown in (77) and (78) are sufficient conditions
to fulfilled (75). Now, the term ‖Tg‖2

2 can be further simplified.
Based on the structure of matrix T, we have that

‖ Tg‖2
2 =

nT nT∑

i=1

|gi + gi+nT nT +1 + . . . + gi+nT nT (|UI |−1)+1 |2 (79)

≤
nT nT∑

i=1

||UI |max{gi , . . . ,gi+nT nT (|UI |−1)+1}|2 (80)

≤
nT nT∑

i=1

|UI |2
(
|gi |2 + . . . + |gi+nT nT (|UI |−1)+1 |2

)
(81)

= |UI |2
nT nT |UI |∑

i=1

|gi |2 = |UI |2‖g‖2
2 . (82)

Tr

(
HH

i

(
I + Hi

∑

k∈UI

S(0)
k HH

i

)−1

Hi

(
∑

�∈UI

(
S(1)

� − S(0)
�

)))

=
∑

�∈UI

Tr

⎛

⎝HH
i

(
I + Hi

∑

k∈UI

S(0)
k HH

i

)−1

Hi

(
S(1)

� − S(0)
�

)
⎞

⎠ (67)

vec

⎛

⎝
(
∑

�∈UI

(
S(1)

� − S(0)
�

))T
⎞

⎠
T

(
I ⊗ PT

i Pi

)
vec

(
∑

�∈UI

(
S(1)

� − S(0)
�

))
, (70)
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Thus, a sufficient condition to fulfill (78) is

αi‖g‖2
2 ≤ −1

2
|UI |2‖g‖2

2λmax
(
PT

i Pi

)
, ∀g, (83)

and, finally,

αi ≤ −1
2
|UI |2λmax

(
PT

i Pi

)
≤ −1

2
|UI |2λ2

max(H
H
i Hi).

(84)
Hence, a possible matrix Mi satisfying assumptions
(A1)−(A4) is, finally,

Mi = −1
2
|UI |2λ2

max(H
H
i Hi)I. (85)
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the Universitat Politècnica de Catalunya (UPC),
Barcelona, Spain, in September 2000 and February
2005, respectively. From September 1998 to June
1999, he worked as a Teaching Assistant in the field
of microprocessor programming in the Electronic En-
gineering Department, UPC, and from June 1999 to
December 2000 he was with Retevision R&D, work-
ing on the implantation of the DVB-T and T-DAB

networks in Spain. In January 2001, he joined the Department of Signal Theory
and Communications, UPC, where he worked as a Research Assistant until
September 2003. He received a predoctoral grant from the Catalan government
for the Ph.D. studies during this period. He became an Assistant Professor in
September 2003 and since April 2008 he is an Associate Professor. He cur-
rently teaches undergraduate courses in linear systems and signal theory. He
also teaches post-graduate courses in advanced signal processing and estima-
tion theory in the Department of Signal Theory and Communications. His cur-
rent research interests include array processing, robust designs, OFDM, MIMO
channels, multiuser access, 5G, stochastic geometry, HetNets, and optimization
theory. He has been involved in several research projects funded by the Span-
ish Government and the European Commission. He has also published several
papers in international and national conference and journals. He was awarded
with the First National Prize of 2000/2001 University Education by the Spanish
Ministry of Education and Culture, and with the Best 2004/2005 Ph.D. Thesis
Prize by UPC.

Daniel P. Palomar (S’99–M’03–SM’08–F’12) re-
ceived the Electrical Engineering and Ph.D. degrees
from the Technical University of Catalonia (UPC),
Barcelona, Spain, in 1998 and 2003, respectively.
He is a Professor in the Department of Electronic
and Computer Engineering, Hong Kong University of
Science and Technology (HKUST), Clear Water Bay,
Hong Kong, where he joined in 2006. He had previ-
ously held several research appointments, namely,
at King’s College London, London, U.K.; Stanford
University, Stanford, CA, USA; Telecommunications

Technological Center of Catalonia, Barcelona; Royal Institute of Technology
(KTH), Stockholm, Sweden; University of Rome La Sapienza, Rome, Italy;
and Princeton University, Princeton, NJ, USA. His current research interests in-
clude applications of convex optimization theory, game theory, and variational
inequality theory to financial systems, big data systems, and communication
systems. Since 2013, he has been a Fellow of the Institute for Advance Study,
HKUST. He received the 2004/06 Fulbright Research Fellowship, the 2004 and
2015 (co-author) Young Author Best Paper Awards by the IEEE Signal Process-
ing Society, the 2015–2016 HKUST Excellence Research Award, the 2002/03
best Ph.D. prize in Information Technologies and Communications by the UPC,
the 2002/03 Rosina Ribalta first prize for the Best Doctoral Thesis in Informa-
tion Technologies and Communications by the Epson Foundation, and the 2004
prize for the best Doctoral Thesis in Advanced Mobile Communications by the
Vodafone Foundation and COIT. He is a Guest Editor of the IEEE JOURNAL

OF SELECTED TOPICS IN SIGNAL PROCESSING 2016 Special Issue on Financial
Signal Processing and Machine Learning for Electronic Trading and has been
an Associate Editor of IEEE TRANSACTIONS ON INFORMATION THEORY and
of IEEE TRANSACTIONS ON SIGNAL PROCESSING, a Guest Editor of the IEEE
SIGNAL PROCESSING MAGAZINE 2010 Special Issue on Convex Optimization
for Signal Processing, the IEEE JOURNAL ON SELECTED AREAS IN COMMU-
NICATIONS 2008 Special Issue on Game Theory in Communication Systems,
and the IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS 2007 Spe-
cial Issue on Optimization of MIMO Transceivers for Realistic Communication
Networks.

Andrea Goldsmith (S’90–M’93–SM’99–F’05) re-
ceived the B.S., M.S., and Ph.D. degrees, all in
electrical engineering, from University of California,
Berkeley, CA, USA. She is the Stephen Harris Pro-
fessor in the School of Engineering and a Professor
of electrical engineering at Stanford University. She
was previously on the Faculty of Electrical Engineer-
ing at Caltech. She co-founded and served as a Chief
Scientist of Plume WiFi, and also co-founded and
served as the CTO of Quantenna Communications,
Inc. She has held industry positions at Maxim Tech-

nologies, Memorylink Corporation, and AT&T Bell Laboratories. She is author
of the book Wireless Communications (Cambridge University Press) and co-
author of the books MIMO Wireless Communications (Cambridge University
Press) and Principles of Cognitive Radio (Cambridge University Press), as
well as an inventor on 28 patents. Her research interests include information
theory and communication theory, and their application to wireless communi-
cations and related fields. She has served on the Steering Committee for the
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONSand as Editor for the
IEEE TRANSACTIONS ON INFORMATION THEORY, the Journal on Foundations
and Trends in Communications and Information Theory and in Networks, the
IEEE TRANSACTIONS ON COMMUNICATIONS, and the IEEE WIRELESS COMMU-
NICATIONS MAGAZINE. She participates actively in committees and conference
organization for the IEEE Information Theory and Communications Societies
and has served on the Board of Governors for both societies. She has also been a
Distinguished Lecturer for both societies, served as the President of the IEEE In-
formation Theory Society in 2009, founded and chaired the student committee
of the IEEE Information Theory society, and chaired the Emerging Technol-
ogy Committee of the IEEE Communications Society. She currently chairs the
IEEE ad hoc committee on women and URMs, and the Women in Technol-
ogy Leadership Roundtable working group on metrics. She served as the Chair
of Stanfords Faculty Senate and for multiple terms as a Senator, and currently
serves on its Budget Group, Committee on Research, and Task Force on Women
and Leadership. She is a Fellow of Stanford, and has received several awards
for her work, including the inaugural University Postdoc Mentoring Award, the
IEEE ComSoc Edwin H. Armstrong Achievement Award as well as Technical
Achievement Awards in Communications Theory and in Wireless Communica-
tions, the National Academy of Engineering Gilbreth Lecture Award, the IEEE
ComSoc and Information Theory Society Joint Paper Award, the IEEE ComSoc
Best Tutorial Paper Award, the Alfred P. Sloan Fellowship, the WICE Technical
Achievement Award, and the Silicon Valley/San Jose Business Journals Women
of Influence Award.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


