
Chapter 10 
Learning Graphs from Heavy-Tailed 
Data 

José Vinícius de Miranda Cardoso, Jiaxi Ying, and Daniel P. Palomar 

Abstract In this chapter, we present advancements in graph learning for elliptical 
distributed data. More precisely, we model the inverse scatter matrix of a multivariate 
Student’s .t-distribution as a Laplacian matrix associated to a graph whose node fea-
tures (or signals) are observable. We design numerical algorithms, via the alternating 
direction method of multipliers, to learn connected, .k-component, bipartite, and .k-
component bipartite graphs suitable to be applied in datasets that contain outliers 
or whose assumption on the data-generating process is that it follows a multivariate 
Student’s .t-distribution. We measure the performance of graph learning algorithms 
in terms of graph modularity and node accuracy. 

10.1 Introduction 

Graph learning from data has been a problem of critical importance for the statistical 
graph learning and graph signal processing fields [ 21, 27, 36, 40, 54, 70, 79], with 
direct impact on applied areas such as unsupervised learning, clustering [ 31, 34, 38, 
39, 49, 63, 66], applied finance [ 17, 42, 43], network topology inference [ 15, 44, 
57, 58], and community detection [ 10, 26, 41]. In addition, graph matrices play a 
fundamental role in graph neural networks [ 52, 73]. 

The basic idea behind graph learning is to answer the following question: given 
a data matrix .X whose columns represent signals (observations) measured at the 
graph nodes, how can one estimate a graph structure that best fits such data matrix 
without possibly any (or with at most partial) knowledge of the underlying graph 
structure? This question is often answered on the basis of the assumption that the 
observed graph signals are Gaussian distributed [ 20, 21, 27, 36, 39, 40, 59, 76, 79]. 
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While such an assumption for graphical models has found great success in many 
practical areas, which includes brain network analysis [ 60], psychological networks 
[ 22], and single-cell sequencing [ 62], it inherently neglects scenarios where there 
may exist outliers or the underlying data is naturally heavy-tailed distributed, such 
as financial time series [ 14, 18, 24, 30, 32, 67]. As a consequence, those methods 
often lack robustness and may not succeed in capturing a meaningful representation 
of the underlying graph [ 25]. 

Motivated by practical challenging applications such as time-series clustering and 
network estimation, this chapter investigates the problem of learning graph matrices 
whose structure follows that of a Laplacian matrix of an undirected weighted graph 
for which the data generating process is assumed to be Student’s .t-distributed. In 
particular, the main contributions of this chapter, which are largely based on novel 
material published at [ 8, 9], are as follows: 

• We discuss a novel formulation for learning undirected weighted graphs under the 
assumption that the data-generating process is Student’s.t-distributed. We solve the 
underlying learning problem via a carefully designed numerical algorithm based 
on the alternating direction method of multipliers (ADMM). We note that this 
algorithm can be easily extended to account for additional linear constraints on 
graph weights. 

• We extend the previously discussed framework to account for heavy tails, .k-
component graphs, as well as bipartite graphs, which enables a novel method 
for clustering financial time series. 

• We present extensive practical results, with real-world data from the US stock mar-
ket, foreign exchanges, and cryptocurrencies, that showcase clear advantages of 
including heavy-tail assumptions into graph learning frameworks when compared 
to state-of-the-art, Gaussian-based methods. 

• Along with the methods discussed in this chapter, we release . R packages named 
fingraph 1 and bipartite, 2 containing fast, unit-tested code that implements the 
algorithms discussed thereafter. 

10.2 Background 

An undirected, weighted graph is denoted as a triple .G = (V,E,W), where . V =
{1, 2, . . . , p} is the node set,.E ⊆ {{u, v} : u, v ∈ V, u #= v} is the edge set, that is, a 
subset of the set of all possible unordered pairs of nodes such that.{u, v} ∈ E iff there 
exists a link between nodes. u and. v..W ∈ Rp×p

+ is the symmetric weighted adjacency 
matrix that satisfies .Wii = 0,Wi j > 0 iff {i, j} ∈ E and Wi j = 0, otherwise. The  
combinatorial, unnormalized graph Laplacian matrix . L is defined, as .L ! D − W, 
where .D ! Diag(W1) is the degree matrix.

1 https://github.com/convexfi/fingraph. 
2 https://github.com/convexfi/bipartite. 
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A .p-dimensional, real-valued, Gaussian random vector . x, with mean vector 
.E [x] ! µ and rank-deficient precision matrix . L, is said to form a Laplacian con-
strained Gaussian Markov random field (LGMRF) [ 38, 75– 77] of rank.p − k,.k ≥ 1, 
with respect to a graph . G, when its probability density function is given as 

.p(x) ∝
√
det∗ (L) exp

{
−1
2
(x − µ))L(x − µ)

}
, (10.1) 

where.det∗(L) is the pseudo-determinant of . L, i.e., the product of its positive eigen-
values [ 37]. 

Assume we are given. n observations of. x, i.e., .X = [x1, x2, . . . , xn]), .X ∈ Rn×p, 
.xi ∈ Rp×1. The goal of graph learning algorithms is to learn a Laplacian matrix, or 
equivalently an adjacency matrix, given only the data matrix . X, i.e., often without 
any knowledge of . E. 

To that end, the penalized maximum likelihood estimator (MLE) of the Laplacian 
constrained precision matrix of . x, on the basis of the observed data . X, is  

.
minimize

L*0
tr (LS) − log det∗ (L)+ h(L),

subject to L1 = 0, Li j = L ji ≤ 0,
(10.2) 

where . S is a similarity matrix, e.g., the sample covariance (or correlation) matrix 
.S ∝ X)X, and. h is a regularization function to promote certain properties on. L such 
as sparsity or low-rankness. 

Even though Problem (10.2) is convex, provided we assume a convex choice for. h, 
it is not adequate to be solved by disciplined convex programming languages, such as 
.cvxpy [ 19], particularly due to scalability issues related to the computation of the term 
.log det∗(L) [ 21, 79]. Indeed, recently, considerable efforts have been directed toward 
the design of scalable, iterative algorithms based on block coordinate descent [ 71], 
majorization–minimization (MM) [ 35, 65], and ADMM [ 5] to solve Problem (10.2) 
in an efficient fashion, e.g., [ 21, 79]. 

Estimators based on Gaussian assumptions have been proposed for connected 
graphs [ 20, 21, 36, 40, 79]. Some of their properties, such as sparsity, are yet being 
investigated [ 76, 77]. The authors in [ 38, 49] proposed optimization programs for 
learning the class of .k-component graphs, as such class is an appealing model for 
clustering tasks due to the spectral properties of the Laplacian matrix. However, a 
major shortcoming in their formulations is the lack of constraints on the degrees of 
the nodes, which allows for trivial solutions, i.e., graphs with isolated nodes. 

Elliptical losses along with linear structural constraints that retain the positive-
definiteness of the estimated covariance matrix have been proposed in the literature 
[ 64, 68]. In this work, however, we address the case of Laplacian constraints, which 
lead to positive-semidefinite precision matrices, and nonconvex.k-component struc-
tural constraints.
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10.3 Brief Detour: Algorithmic Frameworks 
for Optimization 

The graph learning algorithms that will be discussed in the preceding section 
rely heavily on two well-established iterative numerical optimization frameworks, 
namely: Alternating Direction Method of Multipliers (ADMM) [ 5] and Majorization– 
Minimization (MM) [ 51, 65]. In the following subsections, we provide a brief 
overview about ADMM and MM. 

10.3.1 Alternating Direction Method of Multipliers (ADMM) 

ADMM is a primal–dual framework designed to solve the following class of opti-
mization problems: 

.
minimize

x,z
f (x)+ g(z)

subject to Ax + Bz = c,
(10.3) 

where .x ∈ Rn and .z ∈ Rm are the optimization variables; .A ∈ Rp×n , .B ∈ Rp×m , 
and, .c ∈ Rp are parameters; and . f and . g are convex, proper, closed, and possibly 
non-differentiable functions. 

The central object in the ADMM framework is the augmented Lagrangian func-
tion, which is given as 

.Lρ(x, z, y) = f (x)+ g(z)+ y)(Ax + Bz − c)+ ρ

2
‖Ax + Bz − c‖22 , (10.4) 

where . ρ is a penalty parameter. 
The basic workflow of the ADMM algorithm is summarized in Algorithm 10.1. 

Algorithm 10.1 ADMM framework 
Data: z0, y0, A, B, c, ρ >  0 
Result: x", z", y"

1 l ← 0 
2 while not converged do 
3 xl+1 ← argmin 

x∈X 
Lρ

(
x, zl , yl

)

4 zl+1 ← argmin 
z∈Z 

Lρ

(
xl+1, z, yl

)

5 yl+1 ← yl + ρ
(
Axl+1 + Bzl+1 − c

)

6 l ← l + 1 
7 end
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The convergence of ADMM algorithms is attained provided that the following 
conditions are met: 

1. .epi( f ) = {(x, t) ∈ Rn × R : f (x) ≤ t} and . epi(g) = {(z, s) ∈ Rm × R : g(z) ≤
s} are both closed nonempty convex sets. 

2. The unaugmented Lagrangian function .L0 has a saddle point. 

We refer readers to [ 5] where elaborate convergence results are discussed. 

10.3.2 Majorization–Minimization (MM) 

The MM framework seeks to solve the following general optimization problem: 

.
minimize

x
f (x)

subject to x ∈ X, (10.5) 

where we consider . f a smooth, possibly non-convex function. 
The general idea behind MM is to find a sequence of feasible points . 

{
xi

}
i∈N

by minimizing a sequence of carefully constructed global upper-bounds of . f . The  
popular expectation–maximization (EM) algorithm is a special case of MM [ 72]. 

At point . xi , we design a continuous global upper-bound function. g
(
·, xi

)
: X →

R such that 
.g

(
x, xi) ≥ f (x), ∀ x ∈ X. (10.6) 

Then, in the minimization step, we update . x as 

.xi+1 ∈ arg min
x∈X

g(x, xi ). (10.7) 

The global upper-bound function.g(·, xi )must satisfy the following conditions in 
order to guarantee convergence: 

1. .g
(
x, xi

)
≥ f (x) ∀ x ∈ X, 

2. .g
(
xi , xi

)
= f

(
xi

)
, 

3. .∇g
(
xi , xi

)
= ∇ f

(
xi

)
, 

4. .g(x, xi ) is continuous on both . x and . xi . 

A thorough discussion about MM, along with a significant number of its exten-
sions, with practical examples, can be found in [ 65].
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10.4 Algorithms 

In this section, we discuss optimization formulations and an iterative algorithm to 
learn a Laplacian matrix from heavy-tailed assumptions. With that goal, we express 
the Laplacian matrix via its linear operator, i.e., .L = Lw [ 38], where. w ∈ Rp(p−1)/2

is the vectorized form of the upper triangular part of the adjacency matrix, also known 
as the vector of graph weights. The formal definition of the Laplacian operator . L is 
as follows: 

Definition 10.1 (Laplacian operator) The Laplacian operator [39]. L : Rp(p−1)/2 →
Rp×p, which takes a nonnegative vector .w and outputs a Laplacian matrix .Lw, is  
defined as 

.[Lw]i j =






−wi+s( j), if i > j,
[Lw] j i , if i < j,
−∑

i #= j [Lw]i j , if i = j,

(10.8) 

where .s( j) = j−1
2 (2p − j) − j . 

In addition, we use the fact that, for connected graphs, it follows that. det∗(Lw) =
det(Lw + J), .J ! 1

p11) [ 21]. 
In order to address the inherent heavy-tailed nature of financial market data [ 55], 

we consider the Student’s .t-distribution under the improper Markov random field 
assumption [ 56] with Laplacian structural constraints, that is, we assume the data gen-
erating process to be modeled as a multivariate zero-mean Student’s .t-distribution, 
whose probability density function can be written as 

.p(x) ∝
√
det∗(!)

(
1+ x)!x

ν

)−
ν + p
2

, ν > 2, (10.9) 

where.! is a positive-semidefinite inverse scatter matrix modeled as a combinatorial 
graph Laplacian matrix and. ν is the number of degrees of freedom, which measures 
the rate of decay of the tails. 

This results in a robustified version of the MLE for connected graph learning, i.e., 

.
minimize

w≥0,!*0

p + ν

n

n∑

i=1

log
(
1+ x)

i Lwxi
ν

)
− log det (! + J) ,

subject to ! = Lw, dw = d,
(10.10) 

where .d : Rp(p−1)/2 → Rp is the degree operator defined as follows: 

Definition 10.2 (Degree operator) The degree operator.d : Rp(p−1)/2 → Rp, which 
takes a nonnegative vector .w and outputs the diagonal of a Laplacian matrix, is 
defined as 

.dw = diag(Lw). (10.11)



10 Learning Graphs from Heavy-Tailed Data 343

The constraint.dw = d in Problem (10.10) enables the learning of additional graph 
structures such as weighted regular graphs and it is crucial for .k-component graphs. 

From a theoretical perspective, the Student’s . t model naturally yields sparse 
graphs. Comparing the objective function in Problem (10.10) to that of Prob-
lem (10.2), we note that the Student’s . t contains a .log(·) term in place of a linear 
term of the graph weights. The usage of a log function to promote sparsity is closely 
related to the iteratively reweighted .$1-norm as an approximation for the .$0-norm 
problem [ 6]. Problem (10.10) is, in general, nonconvex due to the summation of log 
terms and hence it is challenging to be considered directly. Hence, we design an 
iterative algorithm based on the ADMM framework. 

10.4.1 ADMM Solution 

The partial augmented Lagrangian function of Problem (10.10) is given as 

. Lρ(!,w,Y, y) = p + ν

n

n∑

i=1

log

(

1+ x)
i Lwxi

ν

)

− log det (! + J)

+ 〈y, dw − d〉 + ρ

2
‖dw − d‖22 + 〈Y,! − Lw〉 + ρ

2
‖! − Lw‖2F ,

(10.12) 

where. Y and. y are the dual variables associated with the equality constraints. ! = Lw
and .dw = d, respectively. Note that we deal with the constraints .w ≥ 0 and . ! * 0
directly, hence there are no dual variables associated with them. 

Given .wl and .Yl , the subproblem for .! can be written as 

.!l+1 = arg min
!*0

− log det (! + J)+ 〈!,Yl〉 + ρ

2

∥∥! − Lwl
∥∥2
F , (10.13) 

whose closed-form solution is given by Lemma 10.1. 

Lemma 10.1 The global minimizer of Problem (10.13) is [16, 69] 

.!l+1 = 1
2ρ

U
(

" +
√

"2 + 4ρI
)

U) − J, (10.14) 

where .U"U) is the eigenvalue decomposition of .ρ
(
Lwl + J

)
− Yl .
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Given .!l+1, .Yl , and . yl , the subproblem for . w can be formulated as 

. minimize
w≥0

ρ

2
w) (

d∗d+L∗L
)

w −
〈
w,L∗ (

Yl + ρ!l+1) − d∗ (
yl − ρd

) 〉

+ p + ν

n

n∑

i=1

log
(
1+ x)

i Lwxi
ν

)
, (10.15) 

where .d∗ and .L∗ are the adjoint operators of the degree and Laplacian operators, 
respectively, which are defined as follows: 

Definition 10.3 (Adjoint of Laplacian operator) The adjoint of Laplacian opera-
tor [ 39] .L∗ : Rp×p → Rp(p−1)/2 is defined as 

.
(
L∗P

)
s(i, j) = Pi,i − Pi, j − P j,i + P j, j , (10.16) 

where . s(i, j) = i − j + j−1
2 (2p − j), i > j.

Definition 10.4 (Adjoint of degree operator) The adjoint of degree operator . d∗ :
Rp → Rp(p−1)/2 is given as 

.
(
d∗y

)
s(i, j) = yi + y j , (10.17) 

where .s(i, j) = i − j + j−1
2 (2p − j), i > j . 

In general, subproblem (10.15) is nonconvex due to the concave nature of the 
logarithm function. Hence, we resort to the MM method [ 65] to find a stationary 
point of subproblem (10.15). We proceed by constructing a global upper-bound of 
the objective function of (10.15) at point .w j ∈ Rp(p−1)/2

+ as 

.g(w,w j ) = g(w j ,w j )+ 〈w − w j ,∇w f (w j )〉 + µ

2

∥∥w − w j
∥∥2
2 , (10.18) 

where . f is the objective function of subproblem (10.15), its gradient is given as 
.∇w f (w j ) = a j + b j , where 

.a j = L∗
(

S̃ j − Yl − ρ
(
!l+1 − Lw j)

)
, (10.19) 

.b j = d∗ (
yl − ρ

(
d − dw j)) , (10.20) 

where .S̃ j ! 1
n

∑n
i=1

(p + ν)xix)
i

〈w j ,L∗(xix)
i )〉 + ν

is a weighted sample covariance matrix, 

and .µ = ρλmax (d∗d+L∗L), and the maximum eigenvalue of .d∗d+L∗L is given 
by Lemma 10.2 as follows: 

Lemma 10.2 The maximum eigenvalue of the matrix .d∗d+L∗L is given as
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.λmax
(
d∗d+L∗L

)
= 2(2p − 1). (10.21) 

The vector of graph weights .w can then be updated by minimizing the function 
. g constructed in (10.18), which is tantamount to solving the following nonnegative, 
quadratic-constrained, strictly convex problem: 

.w j+1 = arg min
w≥0

ρ(2p − 1)
∥∥w − w j

∥∥2
2 + 〈w, a j + b j 〉, (10.22) 

whose unique solution can be readily obtained via its KKT optimality conditions and 
is given as 

.w j+1 =
(

w j − a j + b j

2ρ(2p − 1)

)+
, (10.23) 

that is, a projected gradient descent step with learning rate .(2ρ(2p − 1))−1. Thus, 
we iterate (10.23) in order to obtain a stationary point, .wl+1, of Problem (10.15). In 
practice, we observe that a few iterations are sufficient to retrieve .wl+1. 

The dual variables . Y and. y are updated via gradient ascent steps. Algorithm 10.2 
summarizes the implementation to find a stationary point of Problem (10.10). 

Algorithm 10.2 Student-t Graph Learning 
Data: Data matrix X ∈ Rn×p , initial estimate of the graph weights w0, desired degree vector 

d, penalty parameter ρ >  0, degrees of freedom ν >  2, convergence tolerance ε >  0 
Result: Graph Laplacian estimation: Lw"

1 initialize Y = 0, y = 0 
2 l ← 0 
3 while

∥∥rl
∥∥

∞ > ε or
∥∥sl

∥∥
∞ > ε do 

4 4 update !l+1 via (10.14) 
5 4 update wl+1 by iterating (10.23) 
6 4 update Yl+1 = Yl + ρ

(
!l+1 − Lwl+1)

7 4 update yl+1 = yl + ρ
(
dwl+1 − d

)

8 4 compute residual rl+1 = !l+1 − Lwl+1 

9 4 compute residual sl+1 = dwl+1 − d 
10 l ← l + 1 
11 end 

10.4.2 Extension to .k-Component Graphs 

The graph learning formulation presented in (10.10) is applicable to learn connected 
graphs. Learning graphs with . k components, . k assumed to be known, poses a con-
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siderably higher challenge, as the dimension of the nullspace of the Laplacian matrix 
.Lw is equal to the number of components of the graph [ 11]. One way to achieve this 
requirement is by imposing the constraint .rank (Lw) = p − k, which is nonconvex 
and nondifferentiable, in the maximum likelihood problem generated by (10.44). We 
instead relax this rank constraint by noting that via Fan’s theorem [ 23], we have 

.

k∑

i=1

λi (Lw) = minimize
V∈Rp×k ,V)V=I

tr
(
V)LwV

)
. (10.24) 

Thus, by using the right-hand side of (10.24) as a regularization term, we are able 
to formulate the following optimization problem to learn a Student’s . t .k-component 
graph: 

. 
minimize
w≥0,!*0,V

p + ν

n

n∑

i=1

log
(
1+ x)

i Lwxi
ν

)
− log det∗ (!)+ ηtr(LwVV)),

subject to ! = Lw, rank(!) = p − k, dw = d, V)V = I, V ∈ Rp×k .
(10.25) 

The partial augmented Lagrangian function of Problem (10.25) can be expressed 
as 

. Lρ(!,w,V,Y, y) = p + ν

n

n∑

i=1

log

(

1+ x)
i Lwxi

ν

)

− log det∗ (!)+ ηtr
(
LwVV)

)

+ 〈y, dw − d〉 + ρ

2
‖dw − d‖22 + 〈Y,! − Lw〉 + ρ

2
‖! − Lw‖2F .

(10.26) 

Given .wl and .Yl , the subproblem for .! can be written as 

.!l+1 = arg min
rank(!)=p−k

− log det∗(!)+ 〈!,Yl〉 + ρ

2

∥∥! − Lwl
∥∥2
F , (10.27) 

which is nearly the same as (10.13). Its solution is obtained as 

.!l+1 = 1
2ρ

U
(

" +
√

"2 + 4ρI
)

U), (10.28) 

except that now.U"U) is the eigenvalue decomposition of .ρLwl − Yl , with. " hav-
ing the largest .p − k eigenvalues along its diagonal and .U ∈ Rp×(p−k) contains the 
corresponding eigenvectors. 

The subproblem to obtain .wl+1 is virtually the same as in (10.15) except for the 
additional linear term .ηtr(LwVlVl)). Hence, its update is also a projected gradient 
descent step, alike (10.23) where 

.a j ! L∗
(

S̃ j + ηVlVl) − Yl − ρ
(
!l+1 − Lw j)

)
. (10.29)



10 Learning Graphs from Heavy-Tailed Data 347

Given .wl+1, we have the following subproblem for . V: 

. minimize
V∈Rp×k ,V)V=I

tr
(
V)Lwl+1V

)
, (10.30) 

whose closed-form solution is given by the. k eigenvectors associated with the. k small-
est eigenvalues of.Lwl+1 [ 1, 33]. Algorithm 10.3 summarizes the implementation to 
find a stationary point of Problem (10.25). 

Algorithm 10.3 k-component Student-t graph learning 
Data: Data matrix X ∈ Rn×p , initial estimate of the graph weights w0, number of graph 

components k, desired degree vector d, degrees of freedom ν, rank hyperparameter 
η >  0, penalty parameter ρ >  0, tolerance ε >  0 

Result: Laplacian estimation: Lw"

1 initialize Y = 0, y = 0 
2 l ← 0 
3 while

∥∥rl
∥∥

∞ > ε or
∥∥sl

∥∥
∞ > ε do 

4 4 update !l+1 via (10.28) 
5 4 update wl+1 as in (10.23) with  a j given in (10.29) 
6 4 update Vl+1 as in (10.30) 
7 4 update Yl+1 = Yl + ρ

(
!l+1 − Lwl+1)

8 4 update yl+1 = yl + ρ
(
dwl+1 − d

)

9 4 compute residual rl+1 = !l+1 − Lwl+1 

10 4 compute residual sl+1 = dwl+1 − d 
11 l ← l + 1 
12 end 

10.5 Numerical Experiments 

In order to evaluate the performance of the graph learning algorithms, we per-
form experiments using historical daily price time series data, available in Yahoo! 
Finance™, from financial instruments in three scenarios: (i) stocks belonging to the 
S&P500 index, (ii) foreign exchange markets, and (iii) cryptocurrencies. We start 
by constructing the log-returns data matrix, i.e., a matrix .X ∈ Rn×p, where . n is the 
number of log-returns observations and . p is the number of instruments, as 

.Xi, j = log Pi, j − log Pi−1, j , (10.31) 

where .Pi, j is the closing price of the . j-th instrument at the .i-th day. 
We note that, in all the experiments, we have . np > 1, meaning that we are not in 

a high-dimensional setting.
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Fig. 10.1 Visualizations of graphs with different values of modularity 

Benchmarks: We compare algorithms developed in this chapter with state-of-the-art, 
Gaussian distribution-based methods for connected graphs, namely .GLE [ 21, 79] 
and.NGL [ 76], which use.$1-norm and minimax concave penalty regularizations for 
sparsity inducing solutions, respectively; and.CLR [ 49] and.SGL [ 38] that consider 
.k-component graphs. For a fair comparison among algorithms, we set the degree 
vector . d equal to . 1, i.e., we do not consider any prior information on the degree of 
nodes. 

The figure of merit used to quantify the performance of the graph learning methods 
is the modularity of the estimated graph. 

Definition 10.5 (Modularity) The modularity of a graph . G [ 47] is defined as 

.modularity(G) ! 1
2|E|

∑

i, j∈V

(
Wi j − did j

2|E|

)
I(ti = t j ), (10.32) 

where.di is the weighted degree of the .i-th node, i.e., .di ! [d (w)]i , . ti is the type (or 
label) of the .i-th node, and .I(·) is the indicator function. 

The graph modularity measures the strength of separability of a graph into groups 
[ 47]. For illustrative purposes, Fig. 10.1 shows the structure of graphs with different 
modularity values. It is observed that highly modular graphs present a community-
like structure, which is often the expected behavior for networks of financial instru-
ments such as stocks. 

In our ADMM algorithms, we set the penalty parameter to .ρ = 1 and the hyper-
parameter . η in (10.25) is adaptively increased until the rank constraint is satisfied. 
For .GLE and .NGL, we use grid search on the sparsity hyperparameter such that 
the resulting graph yields the highest modularity value. The graph weights in Algo-
rithms 10.2 and 10.3 are initialized using the same procedure as in [ 39]. Finally, 
the choice of . k is guided by the number of sectors that we consider in the S&P500. 
For other experiments, the choice of . k is somewhat arbitrary, but cross-validation 
approaches could be applied.
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Our goal with the experiments that follow is to verify whether the heavy-tail 
assumption provides an improved version of the learned graph, which is evaluated 
based on the modularity of the estimated graph and the graph visualization. In addi-
tion, for the task of clustering stocks, we analyze whether the learned graphs agree 
with industry standards of sector classification set by the Global Industry Classifica-
tion Standard (GICS) 3 [ 46, 61]. 

10.5.1 Communities in S&P500 Stocks 

In this experiment, we consider S&P500 stocks belonging to three sectors, namely, 
.Communication .Services (red),.Utilities (blue), and.Real .Estate (green), totaling 
.p = 82 stocks, during the time horizon from January 3, 2014, to December 29, 
2017, resulting in .n = 1006 observations. In order to obtain descriptive insights on 
this dataset, we measure its degree of heavy-tailedness and annualized volatility. 4

The former is obtained by fitting the degrees of freedom of a Student’s.t-distribution 
to the matrix of log-returns, whereby we obtain.ν ≈ 5.5 and.σ ≈ 21%. This scenario 
can be considered as having a moderate amount of heavy-tailedness. 

Figure 10.2 depicts the learned connected graphs on the aforementioned time peri-
ods. It can be readily noticed that the graph learned with the Student’s .t-distribution 
(Fig. 10.2c) is sparser than those learned with the Gaussian assumption (Fig. 10.2a 
and b), which results from the fact that the Gaussian distribution is more sensitive to 
outliers. Moreover, the Student’s . t graph presents a higher degree of interpretability 

10.2, 

Fig. 10.2 Learned graphs of S&P500 stocks

3 More often than not, stocks have impacts on multiple sectors, e.g., the evident case of technology 
companies, whose influence not only affects the prices of stocks not only in their own sector but 
also spans across multiple sectors. Therefore, GICS or other sector classification systems might not 
always be representative systems for ground-truth labels. 
4 The annualized volatility is computed as.σ =

√
252
p

∑p
i=1 σi , where.σi is the daily sample standard 

deviation of the.i-th stock. 
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10.3, 

Fig. 10.3 Learned.3-component graphs of S&P500 stocks 

as measured by its modularity value. In addition, a larger number of inter-sector 
connections, as indicated by gray-colored edges, which are often spurious from a 
practical perspective, are present in the graphs learned by .NGL and .GLE. Sparsity 
regularization provides a means to remove edges between nodes in the presence 
of data with outliers and possibly increasing the modularity of the resulting graph. 
However, they bring the additional task of tunning hyperparameters, which is often 
repetitive and impractical for real-time applications. A cleaner graph, without the 
need for postprocessing or additional regularization, is obtained directly by using 
the Student’s . t assumption. 

Figure 10.3 illustrates the learned.3-component graphs during the time from Jan-
uary 3, 2014, to December 29, 2017. We can notice that .SGL (Fig. 10.3a) and . CLR
(Fig. 10.3b) are unable to separate the stocks in a way that agrees with their sector 
information as given by GICS. In addition, the high number of spurious connections 
(gray-colored edges) is uncharacteristic of the actual expected behavior in stock mar-
kets. Figure 10.3c displays the graph learned by Algorithm 10.3, where it presents 
not only a higher modularity value but also a sparser, more plausible representation 
of an actual network of stocks with three sectors. 

10.5.1.1 Impact of COVID-19 in the US Stock Market 

We collect price data of .p = 85 stocks belonging to three sectors, namely, 
.Communication .Services (red), .Utilities (blue), and .Real .Estate (green) from 
April 22, 2019, to December 30, 2020, resulting in.n = 429observations. The degrees 
of freedom and annualized volatility during this period, which includes the financial 
crisis caused by the COVID-19 pandemic, were .ν ≈ 2.89 and .σ ≈ 41%, indicating 
a strongly heavy-tailed scenario. 

In Fig. 10.4, we observe that the modularity values of the Gaussian-based graphs 
are severely reduced as compared to the results presented in Fig. 10.2, while the 
opposite occurs with the Student’s. t graph. That may be explained by the increase in
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10.2, 

Fig. 10.4 Learned graphs of S&P500 stocks during the COVID-19 pandemic 

variability and outliers in the data during the financial crisis caused by the COVID-
19 pandemic, which is better modeled by a Student’s .t-distribution. In addition, the 
learned graph in Fig. 10.4c clearly displays expected behaviors such as the strong 
correlation between pairs of companies including {Zoom Video Communications 
Inc., Netflix Inc.}, and {Twitter Inc., Facebook Inc.}, which are not as evident in 
Fig. 10.4a and b. 

10.5.2 Communities in Foreign Exchange Markets 

We query foreign exchange data from the .34 most traded currencies between the 
period from January 2, 2019, to December 31, 2020, totaling.n = 522 observations. 
The data matrix is composed by the log-returns of the currency prices with respect 
to the United States Dollar. Similar to the previous experiment, we compute the 
degrees of freedom of a Student’s .t-distribution fitted to the log-returns data matrix, 
whereby we obtain .ν ≈ 4.6, which represents a scenario with considerable amount 
of heavy-tailedness. Unlike in the experiment involving S&P500 stocks, there are 
no classification standard for currencies, hence we rely on a community detection 
algorithm [ 12] in order to create classes within the learned graph. In particular, the 
algorithm in [ 12] takes as input the learned Laplacian matrix of the graph and outputs 
a membership assignment that maximizes the modularity of the graph. 

Figure 10.5 displays the learned graphs. As it can be observed, the Student’s . t
graph (Fig. 10.5c) is sparser, more interpretable, and has a higher modularity value 
than that of the Gaussian-based graphs (Fig. 10.5a and b). In addition, the expected 
correlation between currencies of locations geographically close to each other, e.g., 
{Hong Kong SAR, China}, {Taiwan, South Korea}, and {Poland, Czech Republic} 
are significantly more evident for the Student’s . t graph. 

Figure 10.6 depicts the learned.9-component graphs of currencies during the time 
window from January 2, 2019, to December 31, 2020. It can be observed that the
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10.2, 

Fig. 10.5 Learned connected graphs of currencies 

10.3, 

Fig. 10.6 Learned.9-component graphs of currencies 

graph learned by Algorithm 10.3 (Fig. 10.6c) presents a finer structure and a higher 
modularity value than those learned by .SGL (Fig. 10.6a) and .CLR (Fig. 10.6b). In 
addition, the learned graph in Fig. 10.6c presents more reasonable clusters such as 
{New Zealand, Australia} and {Poland, the Czech Republic, Hungary}, which are 
not separated in the Gaussian-based graphs. More critically, we can observe that. SGL
and.CLR allow the existence of isolated nodes in the learned graphs. Algorithm 10.3 
avoids such solutions by imposing linear constraints on the degree of the graph. 

10.5.3 Communities in Cryptocurrencies 

We query daily prices of the .p = 41 most traded cryptocurrencies during the period 
starting from August 1, 2017, to December 1, 2020, which amounts to . n = 1218
observations. The degrees of freedom during this time frame was measured as.ν ≈ 3, 
which is tantamount to a strong heavy-tail scenario.
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10.2, 

Fig. 10.7 Learned connected graphs of cryptocurrencies 

10.3, 

Fig. 10.8 Learned.7-component graphs of cryptocurrencies 

Figure 10.7 shows the learned graphs by .GLE, .NGL, and Algorithm 10.2. While 
the graphs in Fig. 10.7a and b present a small modularity value and contain a large 
number of edges, which impairs interpretability, the resulting graph in Fig. 10.7c 
reveals a refined representation of the interactions between pairs of cryptocurrencies, 
which is possibly more aligned with the actual market scenario. As an example, the 
link between Bitcoin (.BTC) and Litecoin (.LTC), a Bitcoin spinoff established in 
2011, is substantially more evident in Fig. 10.7c. 

Figure 10.8 shows the learned.7-component graphs of cryptocurrencies during the 
aforementioned time window. As in the previous experiments with foreign exchange 
data, .SGL shows isolated nodes in the learned graph (Fig. 10.8a) and.CLR contains 
a large number of spurious connections in the main cluster (Fig. 10.8b), whereas 
the graph learned via Algorithm 10.3 (Fig. 10.8c) has the largest modularity value. 
Interestingly, while all three methods agree to cluster {Dogecoin (.DOGE), Verge 
(.XVG), Siacoin (.SC), and DigiByteCoin (.DGB)}, which may be related to their 
similar initial release dates, only Algorithm 10.3 clusters together the coins that 
mainly focus on privacy and anonymity features, i.e., {Monero (.XMR), Zcash (.ZEC), 
.DASH}.
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Fig. 10.9 Bipartite graph 
illustrating the modeling of 
dependencies between a 
collection of objects and 
their classes. The edges 
correspond to nonzero 
elements of. W

10.6 Learning Bipartite Graphs 

In this section, we focus our attention on learning a special class of graphs: bipartite 
graphs. An undirected, weighted, bipartite graph can be defined as a 4-tuple . G !{
Vr ,Vq ,E,W

}
, where.Vr ! {1, 2, . . . , r} and.Vq ! {r + 1, r + 2, . . . , r + q} are 

the node sets associated to a group of objects and classes, respectively, where . p !
r + q is the total number of nodes, and we assume that .r 7 q, i.e., there exist many 
more objects than classes; .E ⊆

{{u, v} : u ∈ Vr , v ∈ Vq
}
is the edge set, that is, 

a subset of the set of all possible unordered pairs of nodes such that .{u, v} ∈ E iff 
nodes. u and. v are connected;.W ∈ Rp×p

+ is the symmetric weighted adjacency matrix 
that satisfies.Wii = 0,Wi j > 0 iff {i, j} ∈ E and Wi j = 0, otherwise. The weighted 
Laplacian matrix of a graph is defined as.L ! Diag(W1) − W. Figure 10.9 displays 
an instance of this model. 

The Laplacian matrix . L of a bipartite graph can be written as 

.L =
[
Diag

(
B1q

)
−B

−B) Diag
(
B)1r

)
]
, (10.33) 

where.B ∈ Rr×q
+ contains the edge weights between the nodes of objects and the nodes 

of classes. Note that . L satisfies .L1 = 0 and .Li j = L ji ≤ 0 ∀ i #= j by definition. 
In what follows, we briefly discuss the two main approaches proposed in the 

literature to tackle the estimation of bipartite graphs. They basically follow two 
avenues: (i) exploiting the bipartite structure via (10.33) as in [  48] and (ii) exploiting 
the structure of the spectral properties of graph matrices as in [ 39]. 
Bipartite Structure. The authors in [ 50] proposed the following optimization prob-
lem to learn a  .k-component bipartite graph from a given bipartite graph weights 
.A ∈ Rr×q . More precisely, their estimator is obtained as the solution of the follow-
ing optimization problem: 

.
minimize

B,V∈Rp×k
‖B − A‖2F + ηtr

(
V)LV

)
,

subject to B ≥ 0, B1q = 1r , V)V = Ik,
(10.34)
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where. L depends on. B through (10.33),.η > 0 is a hyperparameter that promotes the 
rank of . L to be.p − k, and. A can be constructed from the correlation between nodes 
of objects and classes. 

An alternating minimization approach was proposed in [ 50] to solve Prob-
lem (10.34). For a fixed value of . V, it reduces to a constrained quadratic program, 
which can be solved efficiently via standard quadratic programming solvers. On the 
other hand, for a fixed . B, the optimal solution of .V are the . k eigenvectors of . L
associated to its smallest eigenvalues. A shortcoming of this formulation is it lacks 
statistical support, which makes it difficult to draw statistical conclusions about the 
learned graph as well as to consider this model under different statistical assumptions. 
Spectral Regularization. Properties associated with the spectral decomposition of 
graph matrices have demonstrated prolific advantages that enable learning graphs 
with specific structures, such as bipartite and .k-component graphs [ 38, 39, 48– 
50]. Let .A = UDiag(ψ)U) and .L = VDiag(λ)V) be the spectral decomposition 
of the adjacency and Laplacian matrices, respectively. For a.k-component graph, the 
eigenvalues of . L belong to the set 

. Cλ =
{
λ ∈ Rp : {λi = 0}ki=1 , c1 ≤ λk+1 ≤ λk+2 ≤ · · · ≤ λp ≤ c2

}
,

where .c1 and.c2 are positive constants. On the other hand, the adjacency matrix of a 
bipartite graph satisfies the following spectral properties [ 28]: (i).ψ contains exactly 
.r − q zero elements and (ii) .ψ is anti-symmetric, i.e., .ψ ∈ Cψ , where 

. Cψ =
{
ψ ∈ Rp : ψi = −ψp+1−i , i = 1, 2, . . . , p,ψ1 ≥ ψ2 ≥ · · · ≥ ψp

}
.

By combining these facts, the authors in [ 39] proposed the following optimization 
program to learn a .k-component bipartite graph based on the GMRF framework: 

. 

minimize
w≥0,V,U,ψ,λ

tr (LwS) − log det∗ (Lw)+ γ
2

∥∥Aw − UDiag(ψ)U)∥∥2
F

+ β
2

∥∥Lw − VDiag(λ)V)∥∥2
F ,

subject to U)U = I, U ∈ Rp×p, ψ ∈ Cψ , V)V = I, V ∈ Rp×p, λ ∈ Cλ,
(10.35) 

where .L and .A are the Laplacian and adjacency operators and .w is the vector 
of graph weights [ 39]. Although this model is statistically sound, we note that this 
approach does not always guarantee that.Aw" is a bipartite graph because the equality 
.Aw" = U"Diag(ψ")U") is often not met, further requiring postprocessing of .Aw", 
which is often problematic in practical settings. In addition, the lack of constraints on 
the node degrees allows trivial solutions with isolated nodes, which is also undesired 
in practice. The method in [ 39] does not require knowledge of the partition of the 
node set; however, it does assume that the number of nodes in each set is known.
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10.6.1 Gaussian Bipartite Graphs 

In what follows, we discuss methods and algorithms for learning bipartite graphs, 
starting off with the simple case of a connected bipartite graph under Gaussian 
settings. It is important to look at the Gaussian scenario first, as this case will serve 
as a building block for more elaborate formulations that include additional statistical 
assumptions, such as heavy tails, and its extension to .k-component bipartite graphs. 

Noting that the adjacency matrix of a bipartite graph can be partitioned as . W =[
0 B

B) 0

]
[ 28], where .B ∈ Rr×q

+ , we can formulate its MLE as the following convex 

optimization program: 

.

minimize
L,B≥0

tr (LS) − log det (L + J) ,

subject to L =
[
Diag

(
B1q

)
−B

−B) Diag
(
B)1r

)
]
,

(10.36) 

where we have used the fact that, for a connected graph, .det∗(L) = det (L + J), 
.J ! 1

p11)[ 21]. 
We can reformulate Problem (10.36) by taking advantage of the symmetry of 

the similarity matrix . S, i.e., .
[

Srr Srq

S)
rq Sqq

]
, where .Srq ∈ Rr×q contains the pairwise 

similarities between the nodes in the set of objects .Vr and the nodes in the set of 
classes .Vq . In particular, we have 

. tr (LS) = diag(S))
[

B1q
B)1r

]
− 2tr(BS)

rq) = tr
(
B

(
1qs)

1:r + sr+1:p1)
r − 2S)

rq

))
,

(10.37) 

where .s ! diag(S). 
Plugging (10.33) and (10.37) in  (10.36), we arrive at the following formulation 

to learn a connected bipartite graph: 

.

minimize
B≥0

tr
(
B

(
1qs)

1:r + sr+1:p1)
r − 2S)

rq

))

− log det
([

Diag(B1q)+ Jrr −B + Jrq
−B) + Jqr Diag(B)1r )+ Jqq

])
.

(10.38) 

We discuss an optimization algorithm based on the PGD framework [ 2, 3] that 
amounts to two steps: (1) computation of a descent update and (2) projection onto 
the feasible set. 

A common way to compute a descent direction is using the gradient of the objective 
function. The gradient of the objective function in Problem (10.38) would involve 
the computation of the inverse of the matrix inside the log-determinant term, which 
in general costs.O(p3). By leveraging the block structure of the Laplacian matrix of
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bipartite graphs, and using the classical matrix determinant lemma for block matrices 
that relates the determinant of a block matrix with its Schur complement [ 78, p. 4],  
we have the following equality: 

. log det
([

Diag(B1q )+ Jrr −B + Jrq
−B) + Jqr Diag(B)1r )+ Jqq

])
= log det

(
Diag(B1q )+ Jrr

)
+

log det
(
Diag(B)1r )+ Jqq − (−B) + Jqr )(Diag(B1q )+ Jrr )−1(−B + Jrq )

)
.

(10.39) 

In practice, we also would like to normalize the degrees of the nodes in the 
objects group, so that the edge weights can be directly interpreted as the degree of 
membership of an object to a particular class. Mathematically, this can be achieved 
by a simple linear constraint .B1q = 1r . 

Plugging the above constraint and equality (10.39) into (10.38), we have the 
following formulation: 

. minimize
B≥0,B1q=1r

tr (BC) − log det
(
Diag(B)1r )+ Jqq − (B − Jrq ))(Ir + Jrr )−1(B − Jrq )

)
,

(10.40) 
where .C !

(
sr+1:p1)

r − 2S)
rq

)
. 

Let. f (B) ! −logdet(g(B))+ tr (BC)be the objective function of Problem (10.40), 
where .g(B) ! Diag(B)1r )+ Jqq − (B − Jrq))(Ir + Jrr )−1(B − Jrq). Then the 
gradient of . f (B) can be computed as 

. ∇ f (B) = 1r
[
diag

(
−g(B)−1)]) − 2(Ir + Jrr )−1(B − Jrq)

(
−g(B)−1)) + C).

(10.41) 
The PGD update is formulated as 

.Bl+1 = arg min
B≥0,B1q=1r

∥∥B −
(
Bl − αl∇ f (Bl)

)∥∥2
F ! P8

(
Bl − αl∇ f (Bl)

)
. (10.42) 

Problem (10.42) is an Euclidean projection of the rows of.Bl − αl∇ f (Bl) onto the 
probability simplex. The unique solution to Problem (10.42) can be found efficiently 
via several algorithms [ 4, 45, 53] whose theoretical worst-case complexity is. O(rq2)

but their observed practical complexity is .O(rq) [ 13]. 
Finally, to validate the point .Bl+1 and to adaptively update the learning rate . αl , 

we check the following backtracking condition [ 2]: 

. f
(
Bl+1) ≤ f

(
Bl) +

〈
∇ f

(
Bl) ,Bl+1 − Bl 〉 + 1

2αl
‖Bl+1 − Bl‖2F. (10.43) 

In practice, we decrease the learning rate .αl ∈ (0, 1) until condition (10.43) is sat-
isfied or convergence has been achieved. Algorithm 10.4 summarizes the scheme 
for learning a bipartite graph from a Gaussian MRF assumption. Since the objective
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function of Problem (10.40) is convex and its feasible set is compact, Algorithm 10.4 
converges to a global minimum [ 3]. 

Algorithm 10.4 Gaussian bipartite graph learning (GBG) 
Data: Similarity matrix S, initial feasible estimate of the graph weights B0, initial learning 

rate α0 > 0, tolerance ε >  0. 
Result: Optimal bipartite graph: B"

1 while l ≤ maxiter do 
2 4 Bl+1 ← P8

(
Bl − αl∇ f (Bl )

)
, where  αl is chosen such that (10.43) is satisfied  

3 if ‖Bl+1 − Bl‖F/‖Bl‖F ≤ ε then 
4 return Bl+1 

5 end 
6 end 

10.6.2 Student’s t Bipartite Graphs 

Outliers and heavy-tailed events are pervasive in modern datasets [55]. To account for 
this phenomenon, instead of assuming a Gaussian generative process, as done in [ 39] 
and in Problem (10.36), we assume the data-generating process to be modeled by a 
multivariate zero-mean Student’s .t-distribution, whose probability density function 
can be written as 

.p(x) ∝
√
det∗(!)

(
1+ x)!x

ν

)−(ν+p)/2

, (10.44) 

where.! is a positive-semidefinite inverse scatter matrix modeled as a combinatorial 
graph Laplacian matrix, and.ν > 2 is the number of degrees of freedom that controls 
the rate of decay of the tails. More precisely, as.ν → ∞ the tails of (10.44) approach 
those of a Gaussian distribution. 

This results in a robustified version of the MLE for connected graph learning, i.e., 

.

minimize
L,B

− log det (L + J)+ p + ν

n

n∑
i=1

log
(
1+ 1

ν
x)
i Lxi

)
,

subject to L =
[

Ir −B
−B) Diag

(
B)1r

)
]
, B ≥ 0, B1q = 1r .

(10.45) 

We can further simplify the objective function of Problem (10.45) by noting that 

.x)
i Lxi = x)

i

[
Ir −B

−B) Diag
(
B)1r

)
]

xi = hi + tr (BGi ) , (10.46) 

where .Gi ! diag(xix)
i )r+1:p1)

r − 2
(
xix)

i

))
rq and .hi ! 1)

r diag(xix
)
i )1:r .
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Plugging (10.39) and (10.46) into (10.45), we have the following optimization 
program to learn a heavy-tailed bipartite graph: 

. 

minimize
B≥0, B1q=1r

− log det
(
Diag(B)1r )+ Jqq − (B − Jrq))(Ir + Jrr )−1(B − Jrq)

)

+ p + ν

n

n∑
i=1

log
(
1+ hi + tr (BGi )

ν

)
.

(10.47) 
Problem (10.47) is, in general, nonconvex due to the summation over concave 

terms and hence it is difficult to be dealt with directly. To tackle this issue, we 
leverage the MM framework that generates a sequence of updates, where in each 
iteration an upper-bounded subproblem is solved [ 64, 65]. 

To find such upper-bound, we use the fact that the logarithm term in Prob-
lem (10.47) can be globally upper-bounded by its first-order Taylor expansion, i.e., 

for all .a ≥ 0, t ≥ 0, b > 0, we have  .log
(
1+ t

b

)
≤ log

(
1+ a

b

)
+ t − a

a + b
, hence, 

at a point .B j , we have that 

. log
(
1+ hi + tr (BGi )

ν

)
≤ tr (BGi )

ν + hi + tr
(
B jGi

) + c,

where .c ! log
(
1+ hi+tr(B jGi)

ν

)
− tr(B jGi)

ν+hi+tr(B jGi)
is a constant that does not depend 

on . B. 
Hence, to find an update .Bl+1, we iterate the solution of the following upper-

bounded convex subproblem: 

. B j+1 =
arg min

B
− log det

(
Diag(B)1r )+ Jqq − (B − Jrq ))(Ir + Jrr )−1(B − Jrq )

)

+ tr
(

BM j
)
,

subject to B ≥ 0, B1q = 1r ,
(10.48) 

where .M j ! p + ν

n

∑n
i=1

Gi

ν + hi + tr
(
B jGi

) . We observe in practice that a few 

(.≈ 5) iterations are sufficient for convergence. 
Problem (10.48) has the same format as Problem (10.40) and it can be readily 

solved by Algorithm 10.4. The learning scheme for Student’s . t bipartite graphs is 
summarized in Algorithm 10.5. The sequence .

{
Bl

}
generated by Algorithm 10.5 

converges to the set of stationary points of Problem (10.47). This result directly 
follows from the convergence results of the MM framework in [ 65].
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Algorithm 10.5 Student-t bipartite graph learning (SBG) 
Data: Data matrix X, initial feasible estimate of the graph weights B0, initial learning rate 

α0 > 0, tolerance ε >  0, degree of freedoms ν >  2. 
Result: Learned bipartite graph: Bl+1 

1 while l ≤ maxiter do 
2 4 update Bl+1 by iterating (10.48) 
3 if ‖Bl+1 − Bl‖F/‖Bl‖F ≤ ε then 
4 return Bl+1 

5 end 
6 end 

10.6.3 k-Component Student’s t Bipartite Graphs 

Graphs with multiple components can be learned by introducing rank constraints on 
the Laplacian matrix [ 39, 49, 50]. More precisely, the number of zero eigenvalues of 
the Laplacian matrix amounts to the number of graph components, i.e., . rank(L) =
p − k, where . k is the number of components. 

The approach taken by [ 50] approximates the rank constraint by applying Fan’s 
theorem [ 23] as follows: 

.

k∑

i=1

λi (L) = minimize
V∈Rp×k ,V)V=Ik

tr
(
V)LV

)
, (10.49) 

where the right-hand side of (10.49) can be used as a regularization term (cf. Problem 
(10.34)). On the other hand, the authors in [ 39] introduced the quadratic relaxation 
.
∥∥L − U%U)∥∥2

F. Those formulations [ 39, 50] can be conveniently solved by coordi-
nate descent methods. However, they introduce additional variables to be optimized, 
extra hyperparameters to be tuned, and do not guarantee that the rank constraint on 
. L is satisfied. 

In the method presented here, we directly apply the rank constraint into the opti-
mization formulation. More precisely, using the Student’s .t-case, we formulate the 
following optimization problem to learn a .k-component bipartite graph: 

. 

minimize
L*0,B

p + ν

n

n∑
i=1

log
(
1+ hi + tr (BGi )

ν

)
− log det∗ (L) ,

subject to L =
[

Ir −B
−B) Diag

(
B)1r

)
]
, rank(L) = p − k, B ≥ 0,B1q = 1r .

(10.50) 
Unlike the case for connected bipartite graphs in Problem (10.38), the pseudo-

determinant term in (10.50) cannot be simplified through the block matrix determi-
nant lemma [ 78]. Therefore, we design an iterative algorithm based on the ADMM 
framework [ 5] for Problem (10.50).
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10.6.3.1 ADMM Solution 

The augmented Lagrangian of Problem (10.50) can be written as 

. Lρ(L,B,Y) = p + ν

n

n∑

i=1

log
(
1+ hi + tr (BGi )

ν

)
− log det∗ (L)

+
〈
L −

[
Ir −B

−B) Diag
(
B)1r

)
]
,Y

〉
+ ρ

2

∥∥∥∥L −
[

Ir −B
−B) Diag

(
B)1r

)
]∥∥∥∥

2

F
, (10.51) 

where .ρ > 0 is a penalty hyperparameter. 
For fixed . B and . Y, the subproblem for . L can be written as 

. L" = arg min
rank(L)=p−k

− log det∗ (L)+ 〈L,Y〉 + ρ

2

∥∥∥∥L −
[

Ir −B
−B) Diag

(
B)1r

)
]∥∥∥∥

2

F
,

(10.52) 

whose closed-form solution is given by Lemma 10.3. 

Lemma 10.3 The global minimizer of Problem (10.52) is [16, 69] 

.L" = 1
2ρ

R
(

" +
√

"2 + 4ρI
)

R), (10.53) 

where.R"R) is the eigenvalue decomposition of.ρ
[

Ir −B
−B) Diag

(
B)1r

)
]

− Y, with. -

having the largest.p − k eigenvalues along its diagonal and.R ∈ Rp×(p−k) containing 
the corresponding eigenvectors. 

Fixing . L and . Y, the subproblem for . B is 

. B" = arg min
B≥0,B1=1

p + ν

n

n∑

i=1

log
(
1+ hi + tr (BGi )

ν

)
+ ρ

2

∥∥∥∥∥L −
[

Ir −B
−B) Diag

(
B)1r

)
]∥∥∥∥∥

2

F

−
〈 [ Ir −B

−B) Diag
(

B)1r
)
]

,Y
〉
, (10.54) 

which can be simplified as 

. B" = arg min
B≥0,B1=1

p + ν

n

n∑

i=1

log
(
1+ hi + tr (BGi )

ν

)
+ tr (BH)+ ρ ‖B‖2F + ρ

2
1)
r BB)1r ,

(10.55) 

where .H ! 2Y)
rq − yr+1:p1)

r − ρ
(
lr+1:p1)

r − 2L)
rq

)
, .yr+1:p ! diag (Y)r+1:p, and 

.lr+1:p ! diag (L)r+1:p.
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Leveraging the MM framework to Problem (10.55), like it was applied to Problem 
(10.47), we can find an upper-bounded subproblem at point .B j as follows: 

.B j+1 = arg min
B≥0,B1=1

tr
(
B

(
H + M j)) + ρ ‖B‖2F +

ρ

2
1)
r BB)1r . (10.56) 

Subproblem (10.56) is strongly convex, thus it can be solved efficiently via convex 
solvers. Finally, to find an update.B", we iterate the solution of Problem (10.56). The 
dual variable . Y is updated approximately via gradient ascent. 

Algorithm 10.6 summarizes the discussed scheme to learn.k-component bipartite 
graphs. 

Algorithm 10.6 Student-t k-component bipartite graph learning (kSBG) 
Data: Data matrix X, number of components k, initial feasible estimate of the graph weights 

B0, penalty hyperparameter ρ >  0, tolerance ε >  0, degrees of freedom ν >  2. 
Result: Learned bipartite graph: Bl+1 

1 while l ≤ maxiter do 
2 4 update Ll+1 via (10.53) 
3 4 update Bl+1 by iterating (10.56) 

4 4 update Yl+1 = Yl − ρ
(

Ll+1 −
[

Ir −Bl+1 

−Bl+1) Diag
(
Bl+1)1r

)
])

5 if ‖Bl+1 − Bl‖F/‖Bl‖F ≤ ε then 
6 return Bl+1 

7 end 
8 end 

10.6.4 Experimental Results 

We conduct experiments to illustrate the performance of the discussed algorithms in 
terms of quantitative measures such as node label accuracy and graph modularity. 
Accuracy is computed as the ratio between the number of correctly predicted node 
labels and the number of nodes in the objects set, whereas modularity measures the 
strength of division of a graph into groups [ 47]. A high modularity value means that 
the nodes from the same group are more likely to be connected. 
Benchmarks: We compare the presented algorithms with state-of-the-art methods in 
two settings: (i) connected bipartite graphs, where.SOBG (.k = 1) [  50] and.SGA [ 39] 
are the benchmarks, and (ii) .k-component bipartite graphs, where .SOBG (.k > 1) 
and .SGLA [ 39] act as benchmarks. In our Algorithm 10.6, we set the hyperpa-
rameter .ρ = 1 and the relative tolerance .ε = 10−5. The hyperparameter of . SOBG
was tunned according to the heuristic procedure described in [ 50]. The presented 
algorithms and benchmarks were implemented using the . R programming language.
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For .SGA and .SGLA, we relied on their official implementation via the package 
.spectralGraphTopology [ 7]. 

10.6.4.1 Returns of S&P500 Stocks 

We perform experiments using publicly available, historical daily prices, queried 
from Yahoo! Finance™, of .r = 333 stocks listed in the S&P500 Index and . q = 8
sectors indexes, namely: Consumer Staples, Energy, Financials, Health Care, Indus-
trials, Materials, Real Estate, and Utilities. Following our notation, the node set of 
classes.Vq represents the sectors indexes, whereas the stocks are represented by the 
node set of objects .Vr . 

Stock sector labels are available through the Global Industry Classification Stan-
dard (GICS) [ 46, 61]. Arguably the most well-recognized, industry-standard stock 
classification system, GICS relies on a fixed classification structure that may not 
fully capture the actual impact of a particular stock at particular time. With the intent 
of solving this shortcoming, we employ the learned bipartite graphs to extend the 
current industry stock classification system from a static classification to a dynamic 
soft clustering, in which a particular node (stock) may belong to different clusters 
(sectors) with different degrees of membership that can change over time. Our goal 
is to perform soft clustering of stocks according to the market sectors. To that end, 
we recall that each row of . B is a point belonging to the probability simplex in .Rq , 
which represents the level of membership of a stock to a particular set of sectors. 
The final sector assigned to the .i-th stock corresponds to .argmax j∈1,...,q Bi j . 

We start by constructing the log-returns data matrix, i.e., a matrix.X ∈ Rn×p, where 
. n is the number of log-returns observations and . p is the number of instruments, as 
.Xi, j = log Pi, j − log Pi−1, j , where .Pi, j is the closing price of the . j-th instrument 
at the .i-th day. We collect data from January 5, 2016, to January 5, 2021, totaling 
.n = 1291 daily observations. Then, we proceed to learn connected bipartite graphs 
via the benchmarks and discussed methods using the observations .X in a rolling-
window fashion. 5 More precisely, we use a window of length 504 d (2 years in terms 
of stock market days) and shift this window by 63 d (3 months in terms of stock 
market days). 

Figure 10.10 shows quantitative measurements that reveal the higher performance 
of.SBG algorithm both in terms of accuracy and modularity. That may be explained 
by the fact that .SBG adopts a multivariate Student’s .t-distribution, which is well 
known to better model financial datasets in comparison to Gaussian assumptions. 

Furthermore, we evaluate the performance of the .k-component bipartite estima-
tors under the same settings as previously described, where we set .k = 8, i.e., . k is 
the number of sectors. Figure 10.11 reveals that.kSBG presents a better performance 
across the whole time period both in terms of accuracy and modularity when com-

5 An estimate for the degree of freedoms . ν, required by Algorithms 10.5 and 10.6, is obtained 
by fitting a univariate Student’s .t-distribution to the log-returns of the S&P500 index during the 
corresponding time period. 
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Fig. 10.10 Performance of the estimators for connected bipartite graphs of S&P500 stocks 

Fig. 10.11 Performance of the estimators for.8-component bipartite graphs of S&P500 stocks 

pared to.SGLA and.SOBG. Interestingly, in both Figs. 10.10 and 10.11, we observe 
a decline in accuracy and modularity of the methods.GBG,.SBG, and.kSBG, starting 
in January 2020, which can be explained by the impact of the COVID-19 pandemic 
on the US stock market. This reveals that our methods may be able to identify periods 
of economic turmoil and suggests that, during such times, standards such as GICS 
may not be the best reference for stock market sector classification. This insight 
may be critical for investors who rely on diversification of their portfolios through 
information on the sectors [ 74]. 

Figure 10.12 shows the .k-component bipartite models learned using the whole 
dataset. We observe that .SGLA allows the existence of isolated nodes, which 
degrades performance. The method .kSBG avoids that issue by imposing a linear
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Fig. 10.12 Graphs learned by different algorithms in the S&P500 stock returns dataset 

constraint on the node degrees. In addition, .kSBG yields a more intuitive represen-
tation of the financial network than.SOBG as verified by the accuracy and modularity 
values. Finally, we note that .kSGD algorithm “misclassifies” a few nodes such as 
the company.ADM, which is originally classified by.GICS as a. Consumer Staples
company but our algorithm places it in the .Financials sector. A closer look at the 
fundamentals of .ADM reveals that it is an active commodities trading participant, 
which then justifies it being classified as a .Financials company. This application 
showcases the benefits of using data-driven classification algorithms, such as the 
one discussed in this chapter, which can be used to inform investors that prioritize 
diversification of their portfolios [ 29]. 

10.6.4.2 Robustness to Initialization 

The performance of iterative algorithms may be affected by their initial point, espe-
cially when dealing with nonconvex problems as in Algorithms 10.5 and 10.6. Hence, 
we perform an experiment to compare two initialization schemes: (i) .uniform, the  
graph weights are randomly sampled, i.e., .B0

i j ∼ Uniform(0, 1), and (ii) .default, 
.B0 ∝ max

(
0,−&rq

)
, where .S−1 =

[
&rr &rq;&)

rq &qq
]
is the inverse of the sam-

ple correlation matrix, as discussed in more details in [ 39]. In both schemes, we 
normalize the rows of .B0 such that .B01 = 1 holds. For this experiment, we con-
sider log-returns of.r = 362 stocks and.q = 9 stock sectors from October 5, 2005, to 
December 30, 2015, totaling .n = 2577 observations. Figure 10.13 shows the result 
of 100 realizations of Algorithms 10.5 and 10.6. It can be observed that Algorithms 
10.5 and 10.6 are not sensitive to the choice of an initial point, which is an important 
feature for practical applications. Finally, Fig. 10.14a and b show the learned graphs 
from .kSBG with different initial points, where we observe that the performance of 
.kSBG is largely unaffected.
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(a) Algorithm 10.5 (SBG). (b) Algorithm 10.6 (kSBG). 

Fig. 10.13 Convergence trend of the presented algorithms for different initial points 

Fig. 10.14 Visualizations of the graphs learned by.kSBG with distinct initial points 

10.7 Conclusions 

Heavy tails are prevalent in time series of financial markets. Yet, they have been little 
explored in the context of Laplacian constrained graphical models. In this chapter, 
we have discussed optimization programs to learn graphical models with Laplacian 
constraints assuming that the data generating process is Student’s .t-distributed. The 
formulations follow a maximum-likelihood approach of a Markov random field, 
for which we designed ADMM algorithms. The algorithms presented in this chapter 
showed significant gains, measured via the modularity values of the estimated graphs 
as well as node accuracy, when compared to state-of-the-art counterparts in real-
world scenarios that involved data from the US stock market, foreign exchange 
markets, and cryptocurrencies. 
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